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ABSTRACT

The desirable performance goal of an ultrasonic nondestructive

* evaluation, NDE, methodology is to reliably and rapidly obtain

information regarding flaws in the material being tested. Decisions

concerning acceptance/rejection of material for further usage can then

*' be made on the basis of the nature and severity of flaws within it.

Flaw size estimates are currently made on the basis of an idealized

physical model, describing the flaw, which uses the computed impulse

response as an input.

The research reported in this study seeks to define the limits

S and sensitivities of currently available deconvolution algorithms. In

particular, the interrelationship among parameters of deconvolution

procedures, noise, transducer bandwidth and instrumentation related

errors were studied. Simulation experiments dealing with the impulse

train recovery from material samples are illustrated in an algorithmic

manner with the aid of a laboratory minicomputer system.
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INTRODUCTION

Ultrasound has been effectively used to characterize the internal

A4  structure of objects that are opaque to visible light. Historically

the information contained in the ultrasonic signals, after passage

through a test medium, was used to detect the presence of defects.

Current research in ultrasonic testing towards a nondestructive

evaluation capability requires extraction of information concerning

size and shape of flaws from experimental data. This requires

parametrization of the defect impulse response in terms of physical

scattering mechanisms. While the impulse response of some

geometrically well defined flaws (e.g. a spherical flaw) can be

theoretically predicted, a theoretical frame work for arbitrary shaped

flaws does not exist. Recent work using eigen-function expansion

(also known as the singularity expansion method) for canonical objects

such as spheres or spheriods suggests that size information can be

extracted from the flaw impulse response in a pattern recognition

approach. This approach is akin to assuming a transfer function model

and extracting exponential terms from the computed impulse response.

In both of these methods, described in the literature for defect

sizing and classification, computation of impulse response becomes a

necessary first step.

Modern signal processing techniques used in defining flaw impulse

response are principally based on comparative analysis of a reference

signal with the scattered flaw signal. The underlying hypothesis in

these techniques is that, in the noise free case, the scattered flaw

signal is due to the linear convolution of the ultrasonic reference

signal with the flaw impulse response. The ultrasonic reference

•.• 1



signal is assumed to be a convolution of an electrical pulse with the

instrumentation impulse response. The flaw characterization problem

thus reduces to determining the kernel of the convolution integral

given the input and output time signals. The impulse response

recovery (system identification) has been carried out both in the

frequency domain (Wiener filtering approach) and recently in time

domain at AFWAL/MLLP (spline function approach). One of the authors,

Dr. P. K. Bhagat, of this report has also implemented a nonlinear

processing approach, namely homomorphic processing, at the Materials

Laboratory (AFWAL/MLLP) for impulse recovery. This approach,

utilizing logarithmic properties, is successful in identifying both

the ultrasonic pulse used as well as the sample impulse response from

simulated backscattered signal alone. Comparative analysis of these

three techniques with synthetic data at AFWAL/MLLP reveals that, the

recovered impulse responses are essentially equivalent in defining the

time separation of reflectors, in the noise free case.

One theme that is common to the convolutional model is that the

test sample is assumed to be a lossless medium, which is not

realistic. Spectra of scattered signals from actual samples indicate

that not only is the amplitude of the received signal decreased, but

also that the center frequency is shifted. The shift in center

frequency cannot be explained on the basis of a linear lumped

parameter lossless model. This complicates the spectral division
"processing used to recover the flaw impulse response, since the

dependence of the interrogating pulse on depth in the medium is not

accounted for. Equivalently, in the time domain case, changes in the

-• reference pulse shape are ignored.

-bm
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It has been suggested that the test sample response be divided

into several segments and the impulse response recovered on the basis

that the interrogating pulse is invariant for the given segment.

While this model is certainly more realistic, it compounds the impulse

response recovery problem since ultrasonic pulses appearing in the

intermediate segments cannot be defined experimentally.

A deconvolution procedure that can be applied to recovery of

either of the two "short-timen convolved components when neither is

"known is homomorphic transformation. The assumption required under

this approach is that the complex cepstra for impulse response and

ultrasonic pulse do not overlap in the cepstral domain. The

ultrasonic pulses used in NDE applications have a smooth spectrum and

tend to occupy cepstral space around the origin whereas the flaw

* impulse response function appears as an impulse train. The spacing of

the first impulse from cepstral origin, known as first arrival,

determines whether the cepstra can be separated or not. If the first

-w" arrival and complex cepstrum of the ultrasonic pulse do not overlap

then simple gating in the cepstral space can be used to recover both

"the impulse response and the ultrasonic pulse propagating through the

medium.

The actual signals generated as a result of measurements in NDE

applications are never noise free. A more realistic model would

provide for convolutional component of noise due to coherent clutter

and grain scattering plus an additive component due to electronic

noise and random experimental errors. Since the time/frequency/

cepstral domain techniques are based on a linear convolutional

relationship between the ultrasonic pulse and sample impulse response

3
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Sstraightforward application of these to system identification will

lead to errors in estimating the actual impulse response. This

problem is equivalently known as ill-posedness of the integral

equation in the time domain case or ill-conditioning of spectral

division in the frequency domain. In the cepstral domain the

"presence of convolutional and additive noise tends to blur the

boundary between the pulse and impulse response cepstra leading to

- operator dependent recovery. Thus, in all the deconvolution

procedures used, the impulse response recovery tends to be nonunique

as the results tend to depend on the data processing requirements of

data smoothing and filtering.

While there has been a major thrust in ultrasonic NDE research
J.

towards the development of inversion techniques, very little published

literature exists on the dependence of the impulse response recovery

on the signal processing procedures used. For example, the

v theoretical impulse response of a weakly scattering ellipsoidal object

* is well described in the literature. It is a function having a

constant positive amplitude over the region corresponding to the

interior of the object and two negative going peaks of short duration

-,v at each edge. This response has not been realized even for test

samples containing spherical flaws and consequently the sizing

algorithm, "inverse Born approach", has led to erroneous flaw size

estimates. In addition, actual flaws may have rough surfaces which

will tend to broaden the peaks in the recovered impulse response. The

_ deconvolution procedure used, depending on the choice of algorithm

' parameters, will introduce additional broadening effectz which will be

- data-dependent. Ever present noise in experimental data will further

degrade the impulse response recovery process depending on the

4 4



particular algorithm used.

It is apparent from the foregoings that there is a need for

development of a practical deconvolution procedure which provides

impulse response recovery and identification based on a realistic

* model accounting for losses in the medium as well as the effects of

- noise. This study should be aimed at defining the limits and

- character of convolutional and additive noise components as well as

segmentation of flaw signal for optimum impulse response recovery.

In an attempt to define the range of applicability and practical

implementation of the current deconvolution procedures for NDE

applications a simulation study was carried out as reported here. An

integral feature of this study was the close collaboration between the

principal investigator and the group led by Dr. T. J. Moran at

AFWAL/MLLP in the development and implementation of signal processing

techniques for impulse response recovery at their respective

laboratories. The originally proposed three year study was, however,

concluded after the first year when the principal investigator (P. K.

Bhagat) accepted a new assignment outside the University.

The overall goal of the research study detailed herein was to

.* establish both theoretically and in a practical setting the strengths

t- and limitations of deconvolution procedures used in ultrasonic NDE

with respect to noise characteristics and instrumentation employed.

An integral feature of this study was the fact that the procedures are

- to be assessed using samples containing known flaws and samples where

the flaw characteristics are unknown. We hope that the approach

outlined here will lead to the development of a practical

, deconvolution procedure for routine field inspections.

5
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BACKGROUND

"The earliest approach to flaw characterization dates back to 1930

where the amplitude (intensity) of ultrasound was measured after its

propagation through the material under test. Reduction in amplitude
4.

of received signal compared to a reference was interpreted as being

caused by the flaw. Firestone (1,2) is credited as being the first to

recognize the importance of the pulse echo method for application to

nondestructive evaluation, NDE. The location of a flaw was defined

through analysis of the received echo pattern; transit time

measurement defines flaw location, amplitude of the echo is a function

of flaw size, position and form of the flaw with respect to the

transducer and the characteristics of the instrumentation used.

In general, flaw analysis approaches can be described as either

parametric or nonparametric methods. By parametric methods, we mean

those techniques which involve measurements of deterministric physical

parameters resulting from the material-sound interaction equations.

Velocity of sound propagation and attenuation are examples of these

variables. Nonparametric methods involve essentially statistical

measurement of variables which generally do not have well defined

relationships in terms of physical phenomena. Feature extraction,

using a pattern recognition approach, is an example of this

*. methodology which has been used in the author's laboratory for

characterization of tissue pathology (3).

Quantitative ultrasonic NDE techniques are based primarily on

evaluation of impulse response (parametric approach) for definition of

flaw location, shape and size. As has been described earlier the

scattered flaw signal sf(t), is primarily a convolution of the

6



interrogating pulse, sr(t), with the flaw impulse response, mf(t)

sf(t) = Sr(t) * mf(t) (1)

where * denotes convolution

Impulse response recovery from equation 1, known as deconvolution, has

been addressed to by many authors and appears in several disciplines

(for example see references 4-13). In the frequency domain the flaw

transfer function, Mf(jw), may be written as

1Mf(jw) = Sf(jw) i

Sr(jw) (2)

where Sf(jw) and Sr(jw) are Fourier transforms of

'* sf(t) and sr(t) respectively and w is the angular

frequency.

As mentioned earlier, deconvolution has been carried out in the time/

frequency/cepstral domain using interactive minicomputers. In the

time domain, the impulse response recovery reduces to determining the

kernel of an integral equation of the first kind. Phillips (5) has

".-. pointed out the ill-posed nature of this problem. Since the integral

operator does not have a bounded inverse, a slight change in measured

data will cause finite changes in the computed kernel values. Thus,

in presence of noise, deconvolution using equation 1 will not provide

a unique solution. Several authors (5,6) have developed computer

based matrix algorithms which perform a given degree of smoothing on

the data to minimize the effects of noise. Strand and Westwater (14)

4.



have developed a general least square process of estimating the

solution which also provides a measure of error in final results.

Hunt (15) has developed a constrained deconvolution procedure using

discrete Fourier transformation, which is equivalent to the works of

Phillips (5) and Twomey (6). Recently Lee (16) has proposed a two

stage solution procedure to the impulse recovery problem. In the

first step the reference signal is fitted in the least square sense

using spline functions. This fitted function is then used to provide

a solution to the deconvolution problem. Thus the user can

interactively define the degree of smoothing needed for his data

analysis problem. The developed algorithm, due to the choice of

spline function, is quite efficient in matrix manipulations and has

been implemented on the AFWAL/MLLP computer (35).

.. In the frequency domain the problem of flaw transfer function

recovery reduces to the design of an inverse filter. Presence of

"* - measurement noise ill-conditions the spectral division process as

shown below:

Mf(jw) = 1 [Sf(jw) + N2 (jw)] (3)
"Sr(jw)

where N2 (jw) is the noise spectra.

The ratio N2 (jw)/Sr(jw) can completely dominate the Mf(jw) computation

in frequency bands of low SNR. In order to account for noise in the

scattered signal Wiener filtering and constrained deconvolution have

been used for the impulse recovery problem (10,26). Wiener filtering

is based on the minimum integral mean square error whereas the

constrained deconvolution uses a smoothness constraint function. Both

approaches approximate equation 2 by:

8



Mf(jw) = Sr*(jw) Sf(jw)A. - (4)

"Sr (jw)2 + C2

where C2 is a user defined parameter and Sr*(Jw)

is complex conjugate of Sr(jw)

Since neither the properties of noise signals nor their energy

content are known apriori, practical implementation in NDE application

chooses C2 so as to eliminate spectral division in low SNR regions.

This approach has been used extensively in quantitative NDE work (27).

Furgason et. al (26) have also reported on the deconvolution

"processing for flaw signatures and provide a constrained

deconvolution filter which is based on earlier work of Hunt (15).

These authors suggest that the deconvolution process can be made

adaptive if the target response can be separated into known and

unknown components. They provide impulse response computed from

synthetic reflector series in support of their hypothesis.

Goebbels et. al (28) have considered the problem of grain

scattering present in actual backscattered signals. They formulate

grain scattering as a superposition of convolution outputs from each

scatterer excited at the grain boundaries inside the sound beam and

integrated over the path length. Their measurement model for

scattered signal, x(t), can be described by:

x(t) = sr(t) * [mf(t) + nl(t)] (5)

where nl(t) is the coherent noise component

OU due to grains in the material sample.

9
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These authors (28) minimize the grain scattering contributions

through spatial averaging of the backscattered signal. This approach

is based on the plausible hypothesis that small variations in the

probe position cause significant changes in the grain scattered

component but leave the component due to flaw essentially unaffected.

Obviously this hypothesis implies that grain size is much smaller than

reflector dimensions and ultrasonic wavelength used, and that the

grains are randomly distributed in sample space.

In the cepstral domain, the defining equation corresponding to

equation 2 is

F-l[log Sf(jw)]=F-l[log Mf(jw)]+F-l[log Sr(jw)] (6)

where F-I["] is the inverse Fourier transform.

Under the assumption that the cepstra of the flaw impulse

response and the interrogating pulse occupy disjoint spaces in the

cepstral domain algorithms have been developed for deconvolution in

speech processing, image processing, ultrasonic tissue

characterization and seismic analysis. Recently the author has

implemented a deconvolution procedure based on equation 6 on the

'.5 AFWAL/MLLP computer (36). Simulation results obtained to date

indicate that cepstral deconvolution procedure yields comparable

*1 results to the well established Wiener filter and time deconvolution

"procedure.

While limited literature exists on the topic of homomorphic

processing applied to backscattered data analysis, there is a wealth

of papers describing its application in other areas. Published

10



applications include removal of image blurs (17,18,19), speech

processing (11,20), seisomology (7,21), and ECG signal analysis (22).

There have been several studies relating to the effects of

additive noise on cepstral processing in the literature. Studies

dealing with real cepstrum are due to Cole (17), Cannon (18), and

Stockham (19). These authors were mainly interested in arriving at a

* power spectrum estimation of one of the convolved components such that

a suitable gating filter could be implemented for deconvolution.

Their methodology involved averaging the real cepstra of many segments

of the convolved data contaminated with noise. They did not consider

affects of noise on a single segment of data. Kemerait and Childers

(23) have also studied the degradation caused by noise on the real

cepstrum. They showed that real cepstral peaks, corresponding to

reflector locations, are decreased in the presence of noise. The

effect of additive noise on the complex cepstrum was less pronounced

at SNR of 20 db. The work of Hassab et al (24) indicates that

successful echo detection is dependent on the bandwidths of signal and

noise. A study was recently carried out in the author's laboratory to

investigate the effects of additive noise on recovery of convolutional

components. An ultrasonic reference pulse was convolved with an

arbitrary impulse train to produce a synthetic backscattered signal.

Scaled Gaussian noise was added to the backscattered signal to produce

the desired SNR in data. The complex cepstrum was computed using

exponentially weighted data to remove the undesirable effects of

spectral zeroes in unwrapping the phase. The results obtained, using

symmetrical gating in the cepstral domain, indicate excellent recovery

of the impulse train for SNR as low as 10 db (25). This author is

* unaware of any published work which takes into account the effect of

,J.ýN N



coherent noise on convolutional component recovery in cepstral

processing.

A more realistic model of backscattered data from actual samples

should contain contributions from both coherent and incoherent noise

components. Such a model has been defined by Elsley et. al (27) who

studied low frequency characteristics of flaws in ceramics. Their

model, defining the received signal, y(t), in the time domain, is

given by:

y(t) = sr(t)* [mf(t) + nl(t)] + n2 (t) (7)

where nl(t) = noise component defining coherent

clutter and grain scattering and,

n 2 (t) = Electronic random noise.

Considering each noise source separately with the scattering

signal sf(t) these authors derive a constrained deconvolution filter.

The form of filter (equation 4, this proposal) is essentially the same

for either case, differing only in the choice of C2 . They conclude

that choice of C2 as a constant based on results obtained by their

colleagues is satisfactory for deconvolution purposes. Elsley and

Addison (29) have recently studied the accuracy of one dimensional

Born estimation of flaw radius in the presence of noise. The

synthetic waveforms used in this study were the calculated scattering

from a spherical void to which scaled Gaussian noise was added. This

noise was colored to accentuate Rayleigh or grain scattering

[(frequency) 4 dependence]. SNR was defined as the square root of the

ratio of energy in the flaw signal to the mean energy in colored

noise. Impulse response was computed from a constrained deconvolution

12



filter and integrated in the frequency domain to yield the

characteristic function corresponding to the flaw. Radius of the flaw

was then estimated by the ratio area/peak value of the characteristic

function. For a flaw diameter of 800 Pm a plot of estimated radius

versus SNR is given. For zero dB SNR the estimate is shown to be off

by ± 20%, however, one must note that this case implies very strongly

scattering data from coherent noise sources. In actual practice

preprocessing will reduce the extent of this noise. The

characteristic function used in Born approximation has also been

defined as an impediographic model [Jones (30)] or as a Raylograph

[Beretsky and co-workers, (31, 32, 33)]. These authors compute the

characteristic function as an integral of the calculated impulse

response and also suggest an iterative procedure for optimization of

amplitude and time location of the recovered impulse response. Their

approach involves choosing a suitable band pass filter and combining

its response with the spectra of the initial impulse response recovery

to obtain a better estimate. While this analysis is shown in their

paper to provide excellent results, this author is uncertain of the

practical utility of this approach for quantitative NDE.

Bollig and Langenberg (34) have approached the ultrasonic defect

classification problem in terms of transfer function modelling. These

authors' attempt to peel off exponentials corresponding to

S singularities of the transfer function. These authors state 'The

". crucial point in the SEM-parametrization of experimentally obtained

time records of scattered ultrasonic signals is still the lack of an

efficient algorithm to extract the singularities out of the transient

data." They cite Prony's algorithm which has been used to extract the

singularities from the transient response but state that the method is

113



quite sensitive to noise. These authors suggest that the

singularities may be used in a feature extraction scheme from the

system impulse response as a pattern recognition procedure for flaw

sizing. They give results identifying creeping wave singularities and

scattering cross section of spherical models for synthetic data.

.1

4 14



MATERIAL AND METHODS

The experimental set up for data acquisition related to NDE tests

is schematically shown in Figure 1. All the simulation experiments

were conducted in a pulse echo made using a 5 MHz center frequency

spherically focussed transducer. As shown in Figure 1 a PDP 11/23

- minicomputer with 512 Kb memory and 479 Mb disk storage is the major

element in the data acquisition procedure. All functions which

include positioning of the transducer over material samples,

energizing the transducer and capturing the digitized return echoes

were carried out with the aid of the computer.

An MP 203 pulser (Metrotek, Inc) and an UTA-3 transducer analyzer

(Aerotech Labs) were used to excite the transducer with an appropriate

electrical pulse, gate and capture the reference and returning echoes

from interfaces. The transducer, sample hold and the reflector were

housed in a plexiglass tank filled with distilled water. In this

study, both aluminum block and plexiglass reflectors were used.

Three dimensional movement of the ultrasonic transducer was

facilitated through development of a positioning system. This system

consists of three independent lead screw slide assemblies driven by

stepper motors. Number of pulses input to the motors is controlled by

user written software commands. Independent shaft encoders were

implemented to verify and accurately position the transducers in a

feedback arrangement. The current system provides for a normal

- incidence of the transducer on the sample with some degree of probe

rotation (5 Um accuracy).

Signal digitization was carried out using a high speed A/D

convertor (Biomation 8100) under the control of PDP 11/23. This A/D

-4..,15
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convertor features a maximum sampling rate of 100 MHz and an interval

memory of 2 K words. Under software control the digitized data was

•' transferred to the mass storage unit of PDP 11/23. A CRT monitor

(Tektronix 406) was provided to be able to view the digitized wave

form as the data was being transferred.

Data analysis was performed on an offline basis using the PDP

11/23 computer. Software developed for the three deconvolution

procedures (listed in Appendix) was used in user interactive fashion

to generate simulation results. The programs and subroutines used in

this study were generally adapted from literature to be compatible

with PDP 11/23. In the following a brief summary of each procedure

usage is given.

Time Domain Deconvolution (Spline fitting)

Figure 2 shows a block diagram of the Time Domain Deconvolution

Process. As shown a user needs to specify several parameters prior to

computation. These are: the knot ratio (KR), the order of solution

"spline (OS), and the number of basic spline function (#BSP). KR, once

specified, is fixed for both data (the reference, s(ti), and the

.. convolved, y(ti), data), while OS and #BSP can be varied independently

"'* by user.

For the data used in this experiment, KR values of 3 or 4, and OS

values of 3 to 6 provide good fit. Maximum #BSP is 50 due to the

"* limited memory space in the computer.

The computation of the basic spline functions are carried out in

the subroutine BSP. The aim in fitting the reference data is to solve

• the linear equation Ac=b, by choosing c that minimizes the least

.1

""P 17

i,



4-4

02

-~ 0

0
-4

E-4

04.
00

00

cww

0 * '18



"square difference between the original and the smoothed reference

data. Matrix inversion to compute c =A-Ib is done in the subroutine

BWS (the program listing is provided in the Appendix). Once the cj

are obtained, these values are then used to smooth the y(ti) data and

extract the impulse response approximate solution, h(ti) from it.

Constrained Deconvolution (Wiener filtering)

The Constrained Deconvolution Process is shown in Figure 3.

Utilizing the DFT routine, all the analysis is done in the frequency

domain. The percent cutoff is a user supplied information, and is

relative to the reference signal. It should be noted that in contrast

to implementation of a statistical Wiener filter a preselected noise

floor is used for deconvolution in this study (This is current

practice in NDE).

By examining how much noise contaminated in the convolved data, a

"user specifies how much smoothing should be done. This smoothing is

performed by setting the amplitude spectrum of the reference data,

which has the value less than or equal to the relative percent cutoff

to zero. Notice that by setting the amplitude spectrum to zero, the

noise which usually occupy the low and high frequency will be leveled

off.

Homomorphic Deconvolution

Figure 4 shows The Homomorphic Deconvolution Process

schematically. Some important points to be considered in this process

are given below.

1. Append zeros

••V. Appending zeros provides two advantages. By increasing

19
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the number of samples aliasing due to computation logarithm and

phase unwrapping errors caused by linear phase components are

reduced.

Exponential Weighting

The method of exponential weighting was first introduced by

Schafer, discussed in [21], to convert a mixed phase sequence

into a minimum phase sequence. This is accomplished through

multiplication of input data sequence by a real number an, where

O<a<l and n is the data sequence number. Choice of the

weighting, a, is data dependent.

Phase Unwrapping

Since the arctangent routine in the computer only evaluates

the phase of modulo 2 w , discontinuities occur in the phase

curve. The computation of the logarithm of the data requires

* •that the phase must be analytic in some annular region of the z-

plane [211. Therefore, phase unwrapping is necessary to avoid

these discontinuities. By adding the appropriate multiple of 2

to the principal values of the phase, unwrapping is achieved.

Filtering

"Linear filtering is applied in the complex cepstrum to

decompose the convolved sequences. This is done by setting the

complex cepstrum due to the contribution of one or the other
-4.

signal to zero. Two type of filters have been used, they are

low-pass and comb or notch filter. Low-pass filtering is used

22
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when the first arrival is easily detected, and is done by setting

the complex cepstrum to zero beyond the first arrival. The comb

filtering is used when the complex cepstrum is badly corrupted by

noise that the first arrival cannot be detected.

The Inverse Process

Inverse processing performed to transform the complex

cepstrum into its time domain. Reinsertion of the linear phase

is done in this process to obtain the original phase from its

shifted version caused by the linear phase removal. Exponential

unweighting is applied to the sequences to restore effect of the

exponential weighting done in the beginning of the process.

Noise and DFT Routines

In order to make the data more realistic, simulated random

noise is added to the convolved data. The random noise is

generated by the program ADDNOI, by specifying the statistical

level of the noise to the data.

Simulation Experiments

1. Noise Free Case

Front surface echo was used as the reference signal. This

signal was convolved with arbitrary impulse trains to generate

simulated flaw data. The polarity and relative amplitudes of the

impulses were defined to portray backscattered signals from

"inclusions or voids. The separation between impulses was varied

according to the ultrasonic wavelength used in an effort to

23
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define resolution of the techniques used.

The synthesized signa-, Sf(t), was deconvolved using

developed programs for constrained deconvolution, cepstral

processing the spline function deconvolution. A figure of merit,

n, defined as:

soT [Mf(ti) - mf(t i )] dt

where mf(ti) is the recovered impulse

was used to characterize the success/failure of each

deconvolution technique used. The parameters of the

deconvolution procedure used were varied to obtain optimum

results. This implies varying the knot-spicing, order of spline

and number of splines in case of time domain deconvolution;

transducer cut-off frequency, smoothing operator and size of FFT

in case of constrained deconvolution (also called Wiener filter

in ultrasonic NDE) and exponential weighting, FFT size and linear

filter/gate employed in cepstral processing.

In addition, the impulse response recovery problem was

studied with impulses lying within an ultrasonic wavelength of

each other in order to define the limitation of the deconvolution

N procedures in identifying closely spaced reflectors.

2. Coherent Noise Case

Coherent noise was generated using a standard Gaussian noise

algorithm already in place on our computer. This noise in some

cases will be colored by (frequency)4 weighting to simulate

Rayleigh scattering. The impulse response recovery as a function

24



of noise level was studied. Limited experiments have already

indicated that good impulse response recovery is possible for SNR

as low as 6 db. However, these experiments were carried out with

wider separation between impulses; and the interactive aspects of

both noise and pulse separation were not fully explored.
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RESULTS AND DISCUSSION

Figure 5 shows the time domain plot of the ultrasonic reference

signal used in the study. This signal was obtained as the front

surface echo, digitized at 50 MHz, from an aluminum block reflector.

The transducer nominal frequency was 5 MHz. As can be seen the actual

transducer frequency is 5.20 MHz with significant high frequency

response up to 10 MHz. Figure 6 shows the complex cepstrum of data

obtained as a result of convolving the reference signal with varying

interface (impulse) separations. At an interface separation of 25 X

(wavelength), the first arrival (seen as a small sharp peak) can be

easily discerned. In contrast when the pulse separation was reduced

to 1.5 X, the first arrival is submerged in the cepstrum of the

reference signal. Signal separation in such situations is difficult.

Impulse response recovery as a function of exponential weight is shown

in Figure 7. The simulated signal represents a spherical flaw within

a material sample. Increasing the exponential weight tends to

smoothen the recovered impulse response. The presence of high

"frequency data in the results is due mainly to inverse logarithm

(exponentiation) function. Also note the displacement of time origin

of data due to linear phase (time delay). Figure 8 shows impulse

response recoveries for the three deconvolution methods KR=3 and OS=4

shows good recovery but there are a lot of oscillations in the data.

In the absence of 'apriori' knowledge of interface separations it

would be difficult to identify the structures in the recovered impulse

response. Constrained deconvolution (Wiener filter) using Fourier

transformed reference and convolved data provides excellent recovery

" as indicated. Homomorphic deconvolution with gate width of 20 samples

26
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and exponential weight of 0.9999 also provides good recovery. The

presence of small amplitude high frequency oscillations is a cause for

concern. At a SNR of 30 dB the impulse response recovery is degraded

as shown in Figure 9. Note the smoothing function of the time domain

deconvolution. There is no perceptible change in the shape of the

recovered impulse train. In contrast, both the Wiener and cepstral

processed data show significant noise floor in the recovered impulse

train. Figure 10 and 11 show the impulse recoveries for 20 dB and 10

dB SNR. Degradation of impulse response recovery is apparent in all

the methods. Interestingly, at 10 dB SNR time domain deconvolution

provides sharpened peaks coupled with low frequency interference. In

contrast, homomorphic deconvolution shows large amplitude noise in the

recovered data. Table I shows the normalized RMS error in recovering

the impulse train. Figure 12 shows the percentage deviation of Born

estimate of flaw dimensions based on recovered impulse responses.

Degraded performance is apparent in all the three deconvolution

procedures used.
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SUMMARY

An NDE test setup with capability of computer based ultrasonic

flaw signal analysis is detailed in this study. Extensive software

development along with fabrication of a three dimensional positioning

' system formed a major portion of the study. Limited simulation

results indicate that the deconvolution procedures are greatly

dependent on the SNR of data. Care must be exercised in using the

deconvolved data to estimate flaw dimensions due to the presence of

undesirable noise in the recovered impulse response. Other approaches

such as autoregressive modeling of the signal might provide a vehicle

for noise suppression and smoothing.
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SIGNIFICANCE OF RESEARCH

Careful documentation of sensitivities and limitations of

deconvolution procedures for impulse response recovery will constitute

a major contribution to the field of quantitative ultrasonic NDE.

Since all the physical models developed to data for flaw sizing

Y require computation of sample transfer function as a necessary first

step, the research outlined here will provide both a theoretical basis

as well a practical limitations on impulse recovery process. If we

are successful in developing a practical deconvolution procedure for

real time application under actual field conditions, significant

* improvement in flaw sizing capability will result. The

interdisciplinary nature of the project and collaboration with Air

Force personnel should serve to promote NDE research directly oriented

-" towards Air Force needs and increase University participation in this

kind of activity.
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APPENDIX

Software Listings

Complete FORTRAN listings of the deconvolution procedures used in

this study are provided. The programs are generally in subroutine

form and therefore can be adapted to different computer systems with a

minimal amount of modifications.

1.
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SUBROUTINE CCEPS(NX,XýISNX,ISFX,<SSUCCX,AUX)

C C r:~te suboutines used in this r-ro:4ram were taken~ fr~om:

'Programs ror Dilital Silnal" Processing'
C TEEE Press, 197?
C 3475 East 47 Strett, New York, NY 10017
C Sponsored by the IEEE Acoustics, Speech, and
C Signal Processing Societv
C Lib. of Congress Cat. Card :1 79-89028
C IEEE Sook : 0-S7942-128-2 (paperback ver.)
C $ 0-87942-127-4 (hardback)
C Also Published bv John Wiley & Sons, Irc.
C Wilew Order * 0-471-05961-7 (paperback ver.)
C f 0-471-05962-5 (hardback)
U

DIMENSION X(1),CX(1),AUX(1)
COMMON PITWOPI,THLINCTHLCON,NFFTNPTS,N,L,H,H1,DVTMN2
LOGICAL ISSUC

C

C SUBROUTINE TO COMPUTE THE COMPLEX CEPSTRUM
C

NPTS=NFFT/2
N=12
L=2**N
H=FLOAT(L)*FLOAT(NFFT)
H1=PI/H
ISSUC=.TRUE.
ISNX=I

C TRANSFORM X(N) AND N*X(N)

DO 10 I=1,NX
CX(I)=X(I)
AUX(I)=FLOAT(I-1)*X(I)

IC CONTINUE
C APPEND THE NECESSARY ZEROES FOR FFT COMPUTATION
C

INITL=NX+I
IEND=NFFT+2
DO 20 I=INITLIEND
CX(I)=O.O
AUX(I)=O.O

20 CONTINUE
C

C COMPUTE FFT
CALL FAST(CXNFFT)
CALL FAST(AUXNFFT)

C CHECK IF SIGN REVERSAL IS REQUIRED
C

IF(CX(1).LT.0.0)ISNX=-1
C
C
C
C COMPUTE MAGNITUDE OF SPECTRUM :STORE IN ODD INDEXED VALUES OF
C AUX
C
C COMPUTE PHASE DERIVATIVE OF THE SPECTRUM STORE IN EVEN INDEXED
C VALUES OF AUX
C

I0=-1



DVrTMN2=o .0
I EMD=N PTS +1
DO 30 ~1=1IEND

AMAGSQ=AMO0SO(CX( 10) CX( IE))
PDVT=FPHADVT(CX( 10) CX( IE) ,AUX( 10) AUX( IE) 'AMAGSU)
AUX( I0)AMAG9'O

El VT MN 2=EVT MN 2 + P ET
CONTINUE
Tl'VTMN12=(2.*DVTMN2-AUX(2)-FErIVT)/(FLOAT(NPTS))

PPDVT=AUX(2)
PPHASE=0 .0
PPkV=PPVPHA(CX(1) ,CX(2)PISNX)
CX(1)=0.5*ALOG(AUX(l))
CX (2) =0.0

Do 50 I=2,IEND

IE=IO+l
nEvT=AUX( IE)
fPV=PPVPHA(C-X(IO)YCX(IE)PISNX)
F'HASE=P'HAUNW(XNXISNX,IPPPHASEFF'PDVTPPVPDVTPISSUC)

C
C IF PHASE ESTIMATE SUC-CESSFUL PCONTINUE

IF(ISSUC)GOTO 40
ISSUC=,*FALSE.
RETURN

40 PPriVT=PDVT
P PH ASE= PH AS E
CX(IO)=065*ALOG(AUX(IO))
CX( IE)=PHASE

1l TYPE *s'IErCX(IE)
TYPE 41, 033, ej33, 101,IFIX(FLOAT(I)/FLOAT(IEND)*100)

41 FORMAT(' 'y3AlyI3p' V')
Z, 0 CONTINUE

C REMOVE LINEAR PHASE COMPONENT

ISFX=(AEIS(FIHASE/PI )+. 1)
IF (PHASELT.0.0)ISFX=-ISFX
H=PFHAS .~ElFL OAT (N 'T 5)
IE=0
DO 60 I=IYIENDl
IE=IE+2
CX(IE)=CX( IE)-H*FLOAT(I-1)
CONTINUE

C
C COMPUTE rHE COMPLEX CEPSTRUM
c

CALL FSST(CXPNFFT)
RETURN
EN.D

SUBROUTINE SPCVAL(NXtX,FREtbXRPXIYYRtYl)2~1



1NS ON X1

11 B L9 E A ,~~UL RECISI ON U7O,Ul'2W,1 W

r N JIT

C:i0=DBLE ( COS(FRE'll ~

U 0~C 10 J=iYNX

tJO~jLiBLE(FLOAýT(J-l))).*XJ+Al*Wl-W2

WI~=WO
'2o~ir INUE

A=U1-U2*CAO
BU 2* SAO

C=W1-WZ2*CAO

A2=DPBLE(FREQ*gFLOAT NX-1))
Ul=DCOS(A2)

X R=S NGL (U1* A-U2* B)
XI S NG L (U 2 A +Ul1* B)
SR=S N GL (Ul1* C -U 2 * )
Y [=SNGL(U2*C+Ul*EI)

ENDr

FUNCTION PHAUNW(X ýNXF ISNXt I PPHASE, F'FDVT, FV'PVF'VTI ISCONS)

:-.:OUTINE TO DtO PHASE UNWRAPPING

D'IMENSION SEIVT(17)YSPFFV(17)YX(l)
INTEGER SINE'EX(17)?F'INDEXtSP
LOGICAL ISCONSPFIRST
COMMON P1 ,T'OPITHLINCTHLCONNFFTYNPTS,2NLHHlDVTMN2-

F iiRs r=. TRUE.

-L')T (iP)PDVT

3



IUD iN 11 -L+ I

1-''' A HS E=FPH AE
P:':UV f =-S D,' (SF'P
Sr z3-S

TO 10

ISCQINS=#FALSE.
F'H AU NW=:0.
IRE TURNM

cc

FREQ=TWOPI*9(FLOAT(I-2)*FLOAT(L)+FLOAT(K-1))/IN
CALL SF'CVAL(NXPXPFREQYXRYXI ,YRPYI)

SF P= 6 P + 1
SIND E X(SPY K
SPFV(ýSP)=F'PVPHA(X.RXIISNX)
SM AG =A MO LiS ( X R XI)
SD VTCSF') =F'HADVT( XRPXI, YRYI, XMAG)

110 DE-LTA=H1*FLOAT( S'INDEX( SPY -F'INDEX)
F'HAINC=DELTA*(PP~DVT+SDVT(SP))

cc:
CC

IF(ABSO(PHAINC-DELTAICDVTMN2).GT,THLINC)GOTO .20

P'H ASE = FPH ASE+ PH A N C
CALL PHCHCK(PHASE_?SPPV(SP) ,ISCONS)
TC (*NQT.ISCONS)GOTO 20

.EF('MBS(F'HASE-PPHASE').GT.PI)GO TO 20

.fFISP.NEI)GOTO 10
F' H AUN W =FH ASE
RETURN
E ND

C

FUNCTION F'FVPHA(XRYXIYISNX)
IF(XR*EQ.0.O *AND. XI .EQt 0.0) PPVF'HA=0*0
1:7(XR.EQ,0.0 *AND, XI .EO. 0.0) RETURN

IF(ISNX.EQ.1) PPVPHA=(ATAN2(XIFXR))
IFCISNX.EQ. (-1)) PPVPHA=(ATAN2lý.(-(XI ) -(XR) )

RETURN
END



-7UNCTION PHAlVT(XRpXIYF:,YIvXMAG,
IF(XfIAG .EO. 0,0) PHADVT=0.0
!F(XMAG tEQ. 040) RETURN

FUNCTION AMODSQ (ZRYZI)
AM0DSQ='SNGL(DBLE(ZR*DBLE(ZR)+DIBLE(ZI)*BLrECZI))
RETURN
E NDL

C
c

SUBROUT INE PHCHCK (PHi PV I.SCONS)
C

2 THIS ROUTINE
C CHlECKS THE PHASE DIFFERENCE BETWEEN THE PREVIOUS DATA POINTS AND
2IF THE PHASE [11FF DOES NOT EXCEED THE USER DEFINE THRESHOLD

C THEN THE PHASE VALUE ISN'T CHANGED*
C

COMMON P1 ,TWOPI ,THLINCTHLCONNFFTYNPTSYNPLHFHl ,DVTMN2
LOGICAL ISCONS

AO0= (PFH -P V ) /14OP I
Al=FLOAT(IFIX(AO) )*TWOPI+F'V
A2=Al+SIGN(TWOFIPAO)
A 3 =A BS(Al -P H)
A 4 =A BS(A 2- PH)

C CHECK CONSISTENCY
ISCONS=#*FALSE.
IF( AS.G T.1THLCON. ANtI .A4. T. THLCON) RETURN
-SCCN^=,.TRUE#

P H =Al
IF(A3.GTt.A4)PH=A2
RETURN
ENDV

SUBROUTINE ICEPS(CXtISNXPISFX)
DIMENSION CX(2)
COMMON PITOITLNYHCNNFTNTYYPPlDTN

SNX=FLOAT( ISNX)
SFX=H/2#
rCX(NFFT+l )=O.
CX(NFFT+2)-O.
CALL FAST(CXPNFFT)
CX(1)=SNX*EXP(CX(Il))

C
C PERFORM EXPONENTIATION OF TRANSFORMED DATA

5



XI
T * TiC 1)S(CX(K I :+F'HD'LY

* Ni"LI3 F~RFOR'M INVERSE FOURIER TRANSFOf.RM

C ý (N FFT +2 =0.
C~ALL FSSTr(CXYNFFT)
RETURN
E N P

PROG3RAM TESTGT

Thi'3i Pro-Aram is uised to p-rovide convolved data for use in~
C hortomorphic F'rocessirI19.the user :provides ant ulitrasonic Pulse to

be~ used as referen~ce arid a svrithetic refl-2-cor series, the out.-ut
of this iProirarn is a syriLhetic flaw si~rial.svntLhetic ret'lec-tot'

C series is defined at integer sAmriles or time.

C OCOMrON PITWOFPITHLIN-CTHLCONNi\FFTNIPTSNrLHHlI,DVTMN2
DIMENSDION CX(1026)rAUX(1026)
LCOGICALTIL F1LNAM(15)pTRUE7FALSE
OATA TRUE/.TRUZE./ FcALSE,/.FALSE./

GA.LL %JTIT-LE( TESDT-T'y6v'#'*'92.0)

C GET PULSE DATA FILE NAME
Cl
'20 TY'F E 25

CSflRMT(/ nter ultrasonic reference data filenam~e* '7S)

CALL OETDFN(FILNAM)
TIF (OPNFIL(3yFILNAM7'R').NE.TRUE) GOTO 20
CALL GETDAT(3yNPyTFCTRrCXiTRUE)

READ THE REFLECTOR SERIES DATA

11! TYPE 30
FOr,,MAT(' Enter svynthetic reflector series data filerava~e* '7,,
CALL 0GETDFN(FILNAM)
IF (OPNi*FIL(2,FILNiAM7'R').NE*TRUE) GOTO 2`6
CALL GETDAr(2,ýNPlTFCTRlFAUXP.rRUE.)

NP2 =NP
1F (NPl.GT.NP'2) NP2 NPl
NP*Z NP2+NF2-'
TYrPE 35

5FOINM A 1' En.ter sieof LIFT, lerth mrustI Lie a :-wrof two 'Vt

NUFT =i Pr.O MT (NFP2

C Cheel, ror correct NFFT

IF'.NFFT.GE.(NP+NPI)) GOTO 40
TYPE *7 For linear convolution dft. lonýith mrus'. be~

I'-. or Lunt of data ,-oints ir, bioth files!'

6



D. N F F

I N I TL L Ei N N

SPO T2 EE T ,-T

CALL FAST. C " NFFFT 1.
HCALL FAT-, (T CUX , NFFT)

£oJImUt te line:r ,orovolution a Make sur'e th.3t the dft er,-t,
S e ea er than ' NF'+NF -I .1arnc a lso a r,,lt ii p e oD"f w,

TYPE *, CCo rnPutiri• linear c or, vo1utior,

DC 30 I=! ,NFFT+1 ,-. This I osa caIutes tE

TI=CX(I):AUX(I)-CX(I+1):9AUX(I+I) Prordut u 1 two f ,rT 2s
r2=CX(I+l )*AUX(1)+CX(1)' 1AUX( +I) C,, ar,, -UX

"CX (+1 )=T2

Tm"' inverse f 1ouri er tra.sform rr,, roite the aoniv 3niurion
r esj Its outL

AL,;L FSST(CXNFFT)

" W :'i t the data rf;r Zittinsf ;,urPoseS

'1 :': F PM:T ,i, " En:." out~ut Corvolved liame 1 ta f i iercme
G-LL CET DFN(FILNAM)
r..., I L[L(4,FILN A,'W" W JNE TRUE) GOTO 4

, -. L !--,T1 T 4,NFFTTFCTRCX)
bILL EXIT

A: '![

a'7



ari~~ ro-flector wave i~nr comp~utes iti. tati.St~cs. p~t,
uiFun these statist~ic.s and j SNIR v.alue irnr-,ut bd tihe u~-r

Cnoise data is P-roducedj. -rho satistics. or ti-iL riuuise 'at,
jr,: theni ceniF-uted includirni the acLual SNR r #t±o. The ro~

C ~ datz is Gausiari distributed usin!ý central limit theorem.
C

-. Gret-i Liniinaz 43/18 5
C

C I rip u Reference ri.le (REFt~tt.DAT)
Ou.1t- u t :Noise oril- rile (R E F 44I . N:

0 where x;; = SNR
Inp~ut: Impulse file (IHPF**4.DAT)
01.ittu t: Impuluse + noise f ile (I MF'* P###.N

where xx SNR

C ucum-..ýrt 1 docunaent! What would Dr B. saw! ai1b

REAL*4 SIGU(512)?RNO1S(512),S0(512)PIM~PULS(512),SUMNOI(512)
LOGICAL*1 FILNAM(15)YOTFLNM(15),TENMFI(6)KEYPPREXT(3YT
INTEEGER IX(2)
DATA IX/OvO/

CA LL jTITrLE( 'A[IDNOI'76y'*'?1.2)
iC TYPE 30-

Zv' !70ORMAT(/' ' Enter time data input filename (used to cotp.,ute noise
TYPE 375
FORMAT(' statistics): ,Y$)
CALL GE-TDFN(FTLNAM)
1F (OPNFIL(3yFILNAM?~'R') .NE. *TRUE. )GOTO 10
CALL GETDAT(3rNPyTFACTRtSIGy .TRUE#)
fio 90 I=1'NF'

C'omFut statistics for inp'ut file data

C.:LL -1ALLY(l'SIG? '' 7TOTAL rAV'ERS -SDSIG 7VMI-N 7VMAX ?NP y 1 IE
IF(IER.EG.0>GOTO 105

TYPE 100YIER
1100 FORMAT(/,P' ERROR NO4. 'P129' IN COMPUTING STATISTICS.')

GO TO 200
.;0ý5 TYPE 110Y(FILNAM(I)7I=1,15)

FORMAT(/! STATISTICSFOINT LE ',51/
TYPE 120,AVERFS,SriSIG

20 FOF:MAT(3X ,'Avera:ýe =1,012.57'7 Standard :deviation, ',G12.S5)
TYPE 130

130 F0RM.AT(//,'-Enter SNR (relative to input f'ile data) to compte--
I noise d~ata :'#

TYPE 1-31.
131 FORMA~T(' (INTEGER K100)

iACCE'PT *PcIDBEWN

8



r, BD W~=3~l~I
!!ýtC S E<()O (0 0 * A 0 1 (D I )D D N " . 1

9enxerate random number' data with 3 gaussian lfi-.ýLributior.
C with standaJrd deviaLI~onr SLINOIS, and mean r:0.0 (assume;e
C in~ut file has no DC offset
C

TYPE IC,'
TYPE *iC,' Not0i COM~i~ting random gJenerator saeed#
TYPE W, Depress aniw ke-e to continue.

11. CALL RANDU(IX(1)PIX(2)vRNOIS(1))
CALL CHECK(IDUMMYYKEYFr%)
IF(KEYPR #ME, #TRUE,) GOTO 11.
00 140 I=1PN-P
CALL GAUSS(IXSDNOIS,0,0,RNOIS(I))

"IV CONTINUE

V ~Get statist~ics for noise data

CALL TALLY(RNOISSTOTALAVERNSDNOISVMINYVMAXNPtl1,IER)
I1F(IER#EQ.0>GOTO145

TYPE 100,IER
GO TO 200

145 SDR=20*ALOG1O(SDNOIS/SDSIG)
TYPE 150

1:50 FCRMAT(//?' NOISE STATISTICS 1,1Y)
StIR =-SDR
TYPE 1'60YAVERNYStINOISPSDR

-61) FORMAT(5XY'Averaae = 'PG12.Sy'y Standard deviation ='rG12.SF/
1rqSXr'Actual SNR = 'rG12.5r' dP')

EXT(1) = 'N'
C IDBDWN =INT(DBDWN) + 100 1 needed since ITOA Pads w/ null char

IEIBDWN = INT(DBDWN) !Convert SNR to text
CALL ITOA(IDBDWNTEMP) !Get SNR in dB's into TEMP.
EXT(2) = TEMP(5) IPut SNR in dB's at last of filename
EXT(3) = TEMP(6) £first 4 chars. are stripped off
CALL FILEXTCFILNAMEXT)
TYPE 170PFILNAM

170 FORMAT(/?' At~temp'ting to write noisv data to ',15A)
IF(OPNFIL(2,FILNAMr'W') #EQ# #TRUE*) GOTO 260

280 TYPE 270
-1-0 FORMAT(/P' Enter out.put filename : '7$)

CALL GETDFN(FILNAM)
300 IFCOPNFIL(2yFILNAMi'W') #EQ* .FALSE#) COTO 280
Z2.0 CALL PUTrIAT(2,NP~rFACTRyRNOIS)

TYPE i1'WData written,'
TYPE W~
rYPE 210

210 FORMAT(//t' Do vou wish to add noise to an impulse (swstem) file

1'yt)
225 IF (ASKC'N') .EQ. *TRUE#) COTO 200
22 TYPE 220 Etrflnm o m-ledt
22 FOCALL /Y EED n te(f l naeLoNAp lsMdt)' $

CAL GOPNFILC3FILNAM,'' E.*ALE)GT 2
CAL GETDATL(3rFINP2TACTIPLRU)E# LEs) CT 2
CAL (NP2 .LE. NP) GTO 227MULY#RU,

TY (PE 228 UP OT 2
228 ~ YP 2278/'Nubro at onsi t ag! Tyaan'

GOTO 225



: J 1 F• Z'1 P U . LS'I2 - j3 T C

TF I !'F ' L... ... .

"r!'-" U :HA !',` Fl L 4 F 1.'• :-r rIN ,,~ m A M. W 5)l I 3 22

',' LL. G i TDFN <-F' ILNAM.',

i"LL PUTDAT. 4 YNPF2, TFACTR, SUHNO I
'TYFPE Dao']taD s to red,
CONTINUE

CALL EXIT

'EizUBROUTIVE TALLY

K: VL'URFOSE

CALCULATE TOTAL, MEAN, STANDARD DEVIATION, MINIMUM, MAXIII'?1
FOR EACH VARIABLE IN A SET (OR A SUBSET) OF OBSER'A•"TIOI'-.

C
C USAGE

CALL TALLY(ASTOTALAVER,SD,VMIN,VMAX;NOiIV, IER'

C DESCRIPTION OF PARAMETERS
C A - OBSERVATION MATRIX, NO BY NMON

"-'S - INPUT VECTOR INDICATING SUBSET OFr A. ONLY THOSE
OBSERVATIONS WITH A NON-ZERO S(J- ARE C0NSIDERE"D.

3 VECTOR LENGTH IS NO.
C TOTAL - OUTPUT VECTOR OF TOTALS OF EACH VARIABLE. VECTOR

LENGTH IS NV.
C AVER - OUTPUT VECTOR OF AVERAGES OF EACH VARIABLE. VECTOR

ijLE.NGTH IS NY.

DO - OUTPUT VECTOR OF STANDARD DEVIATIONS OF EACH
VARIABLEo VECTOR LENGTH IS NV.

i" 'I 1\ - OUTPUT VECTOR OF MINIMA OF EACH VARIABLE. VECTOR
LENGTH IS NV.SViIAX - OUTPUT VECTOR OF MAXIMA OF EACH VARIABLE. VECTOR

C LENGTH IS NV,
" - U - NUMBER OF OBSERVAT.ION
N, -- NUMBER OF VARIA-LEc FOR EACH OBSERVAI'ICH
I IER - ZERO, IF NO ERROR.

- 1,IF S IS NULL. VMIN=1.E37,VMAX=-!.E 7.,SrI=AVER=-
- 2t IF S HAS ONLY ONE NON-ZERO ELEMENT. VM-N="MAX,

C SD=O.0

... ~ ~ Al [, -" A ... fz'-"

C: NONE

i;U•,•.*FUTINES AND FUNCTION SUBPROGRAMS REOUIRED
NONE

AiLL OBSERVATIONS CORRESF'ONDING TO N ON-ZERO -. L•.,E-T IN £

VECTOR ARE ANALYZED FOR EACH VARIABLE IN' MATRIX, A.

10



C f~OTALS A~RE ACCUMULAT.I-1I "TD MIMIMUl AND 'tAXIIMUM V.ALUE. riiFE
"C OUND. FOLLOWIt4G THIS, MEANS AND STANDARD DEViAr1ON!ý ARE

L LiULA TED, 2-Hc D~IVISo0R FOR g:3TANDARD LIEVLiTrION 1S 2ME zE
rHAN THE NLIMPEI: OF 053 ER',)ArIONS USED.

!'!YtPO'JQTi E rALLY(A.Br TOTAL;,AVEIRvSriPVMIN z)Mr;;<Y NOYt,) TER)
tDfmENsleom A(l' '51.) iTOTAL-(1) AVER(I),'SD(1) ,VMINl(1),VMAXWl

iiLEAR OUTPUT VECTORS AND INITIALIZE VMINYVMAX

I E.1 = 0
DO 1 X ~1N V
TOTAL () = 0.0

AYE(K)=0.0

Y.i A X( K 1 . 0E:3 7

TEST SUBSET VECTOR

,,C NT=O #0
DL C. J = rNO
IjiJ-NO0
IF(S(J)) 2,7r2

2 SCNT=SCNT+1.O

CALCULATE TOTAL, MINIMA, MAXIMA

D'O 6 I=lYNV
4.TJ=IJ+.NO

TiOTAL(I)=TOTAL(I)+X
IF(X-YMIN(1)) 3,4,4

3VMIN(I)=X
4 t.F7X-VMAX(I)) 676,5
5 VMAX(I)=X
1 sD(i)=sD(i)+x*x
SCONTINUE

CALCULATE MEANS AND STANDARD DEVIATIONS

IF :SCNT)S819

130 TO is
9 DO 10 I=1,NV

10 AVEF8I)=T0TAL(I)/SCNT
IF (SCNT-1.0) 13rllY13

I! IE R =2
DO 12 I=IYNV

!2 SD(I)=0.0
!390 ro 15

13' DO 14 I11,NV

15 RETURN
E ND

C
C
C

,11V



c, S- "J S R0 U j. -S

,UJ,' "UTE"S M O-RI.ALLV! .IISTRI"UTED D . :±>i "

- HE,'sN AtJ4 S rfqi•NDARLo DE' I T IO"
dU

L- CALL UA'Jw•(£�i AC'i)iMLG

C: E•CRTICN OF PARAMETERS
C IX --IX '0S AN INTEGER ARRAY OF LENGTH 2. THE INITIAL ZtlTF'i.--S

IN THE IX ARRAY SHOULD BE ZERO. THEREAFTER, IT 'J:LL
CONTAIN PART OF A UNIFORMLY DISTRIBUTED INTEGER RANfDOM
NUMBER GENERATED BY THE SUBROUTINE FOR USE ON THE
NEXT ENTRY TO THE SUBROUTINE.

S -THE DESIRED STANDARD DEVIATION OF THE NORMAL
C DISTRIBUTION.
r AM -THE DESIRED MEAN OF THE NORMAL DISTRIBUTION

tV -THE VALUE OF THE COMPUTED NORMAL RANDOM VARIABLE

c .ýEMARKS

THIS SUBROUTINE USES RANDU WHICH IS MACHINE SPECIFIC

SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED
C RANDU
C

C M E TH 0 D
C USES 12 UNIFORM RANDOM NUMBERS TO COMPUTE NORMAL RANDOM
C NUMBERS BY CENTRAL LIMIT THEOREM. THE RESULT IS THEN
C ADJUSTED TO MATCH THE GIVEN MEAN AND STANDARD DEVIATION.
C THE UNIFORM RANDOM NUMBERS COMPUTED WITHIN THE SUBROUTINE
C ARE FOUND BY THE SOWER RESIDUE METHOD.

SUBROUTINE GAUSS(IXS,AMV)
DIMENSION IX(21'
A 0.0

"CALL RANDU(IX(1)?,X(2) ,Y)

.- " ( A-6 * 0)'gS + A M
-E1TURN

1,2



".....FOR r ..- 11 V4 22-MAR-84

F'ROGORA' IMPULS

" THIS PROGRAM ALLOWS ONE TO GENERATE AN IMPULSE TRAIN WITH ARBITRAY
C NUMBER OF SPIKES.THE CREATED IMPULSE DATA IS IN TIME DOMAIN.

DIMENSION DATA(1024)
LOGICAL*1 FILNAM(18),IANS

C
10 CONTINUE

5 rYPE 16
16 FORMAT(1X,' ENTER IMPULSE DATA FILENAME: ',$)

CALL GETIDFN(FILNAM)
IF (OPNFIL(3,FILNAM,'W') *NE. .TRUE.) GOTO 5

TYPE 30
Jo FORMATf/y' SELECT NUMBER OF DATA POINTS (2**1): ',$)

ACCEPT xNP
RNP=NP
WRITE(3)RNP
TYPE 40

,10 FORMAT(/,' HOW MANY SPIKES IN FULL RECORD? ',$)

ACCEPT *,NS
TYPE 50

-0 FORMAT(/;' ENTER DELTA TIME FACTOR (DEFAULT=.60321285E-B): ',$)

TMFCTR=, 8032128514E-8
ACCEPT *,TMFCTR
WRITE(3)TMFCTR
DO 60 I=1,NP

60 DATA(I)=O.O
DO 100,I=INS
TYPE 90

90 FORMAT(' ENTER SPIKE LOCATION (N) AND MAGNITUDE (REAL): ',S)
ACCEPT *,N,DATA(N)

100 CONTINUE
DO 110 I=lNP
WRITE(3)DATA(I)

110 CONTINUE
200 CLOSE(UNIT=3,DISPOSE='KEEP")

TYPE 210
210 FORMAT(/,' WANT TO CREATE ANOTHER FILE? (Y OR N): 'P$)

ACCEPT 220,IANS
220 FORMAT(A1)

IF(IANS .EO. 'Y')GOTO 10

E N rl

13



PROGRAM TRNSFM
C !HIS PROGRAM PROVIDES FOR DISCRETE FOURIER TRANSFORMATION OF
c DATA IN A USER INTERACTIVE MODE.OUTPUT DATA IS AVAILABLE I.N

IN AN UNFORMATTED FORM.THE DATA IS HEADED BY NUMBER OF
c POINTS AND SEPARATION BETWEEEN FROUENCY POINTSFOLLOWED BY EXPON-i

ENTIAL WEIGHT USED.THE TRANSFORMED DATA IS AVAILABLE WITH REAL 7
C PART IN ODD RECORDS AND IMAGINARY PART IN EVEN NUMBERED RECORDS.'

THIS DATA IS IN A FORM SUITABLE FOR PLOTTING ON THE HP PLOTTER
c 7225A USING 'FROPLT' SUBROUTINE.
C
C SUBROUTINES USED ARE 'FAST' WHICH IS A COMPLETE PACKAGE PROVIDINi
C FOR BOTH FORWARD AND INVERSE TRANSFORMATION ;OF DATA.NOTE HOWEVER
C THAT IN ITS PRESENT FORM THE PROGRAM REQUIRES REAL(FUNCTION OF
C SINGLE VARIABLE)DATA INPUT.THE FFT SIZE ALLOWED IS 1024 ALTHOUGH•
C THE FAST ROUTINE PROVIDES FOR UPTO 4096 POINTS.FAST IS AVAILABLE
C AS A LIBRARY SUBROUTINE PACKAGE.

DIMEN'SION X(1030),AUX(1030)
LOGICAL*l FILNAM(18), IANS

C
i DO 5 !=I1,03-0

X(I)=0.O
lUX(I)=0.0

5 CONTINUE
10 TYPE 15
1s FORMAT(/,' FREQUENCY DATA OR TIME DATA?(F OR T)',$)

ACCEPT 110,YIANS
ý100 FORMAT(Al)

IF(IA^NS EQ.'F)GOTO 120
IF(IANS .NE.'T') GO TO 16
[F(IANS .EQ.'T') 00 TO 17

16 TYPE *,' WRONG DATA TYPE,TRY AGAIN? /

GO TO 10
17 CONTINUE
C
C OPEN TIME DATA FILE

Is TYPE 20
20 FORMAT(/,' ENTER INPUT TIME DATA FILE NAME: ',$)

CALL GETDFN(FILNAM)
IF (OPNFIL(3,FILNAM,'R') .NE. .TRUE.) GOTO 18
READ(3)RNP
NP=RNP
TYPE 1200,NP

1200 FORMAT(/,' NUMBER OF DATA POINTS = ',14,/)
READ(3)XFCTR
TYPE 1300,XFCTR

io00 FORMAT(/,' DATA SPACING IS :',G12.6)
DO 50 I=1,NP
READ(3rERR=55)X(I)

50 CONTINUE
GOTO 60

.35 TYPE *,' READ ERROR, FILE SCREWED UP'

14



O TO 200j CLOSE(UNIT=3,DISPOSE,'KEEP')
C

PROMPT THE USER FOR EXPONENTIAL WEIGHTING FACTOR WJHICH 'HCUL, ME
AS CLOSE AS POSSIBLE TO 1.0 (0.9999 J2 GOC CHOICn FO: NO!SE
F R EREE DATA

EW=1.0
TYPE 65
FORMAT(/,' ENTER WEIGHTING FACTOR TO BE USED -<1.0 ,:',g•
ACCEPT *,EW
CALL EXPWAT(XEWNP,1)

C

C DEFINE FFT SIZE AND CHECK FOR CORRECT NFFT TO AVOID ALIASING.
C
70 TYPE 72
72 FORMAT(/,' ENTER DFT SIZE, LENGTH MUST BE A POWER OF TWO :'S)

ACCEPT *,NFFT

IF(NFFTLT.NP) GO TO 73
IF(NFFT.GE.NP).GO TO 74

TYPE *,' DFT LENGTH MUST BE > NUMBER OF DATA POINTS:'
GOTO 7074 CONTINUE

C

FMAX=1./(2.*XFCTR)
FFCTR=2.*FMAX/FLOAT(NFFT)

r
C GET READY TO COMPUTE FFT USING "FAST'

FORM SEQUENCES FROM X(N) AND N*X(N) FOR DFT,

DO 90 I=I,NP
AUX(I)=FLOAT(I-1)*X(I)

90 CONTINUE

C COMPUTE FFT
CALL FAST(XNFFT)
CALL FAST(AUXNFFT)

C
C STORE THIS FREQUENCY DOMAIN DATA.
C

OPEN A NEW FILE WITH GIVEN NAMETHE FIRST RECORD CONTAINS NUMBER 0
c FREQUENCY POINTS AND FREQUENCY SPACING.SUBSEQUENT RECORDS CONTAIN

REAL AND IMAGINARY PART OF TRANSFORMED DATA.FOLLOWED BY REAL
C &IMAGINARY PART OF N TIMES TRANSFORMED DATA.
C

104 TYPE 105
LO5 FORMAT(/,' ENTER OUTPUT FILE NAME(FREQUENCY DATA)'rl)

CALL GETDFN(FILNAM)
IF (OPNFIL(2.FILNAM,'W') .ME. .TRUE.) GOTO 104
REAL=I,+FLOAT(NFFT)/2.
WRITE(2)REALFFCTREWFMAX
DO 110 I=INFFT+I,2
WRITE(2)X(I),X(I+1),AUX(I),AUX(I+I)

110 CONTINUE
CLOSE(UNITw2,DISPOSEa'KEEP')

15



2°OCE5'S ENS F;REQUENCY riOl.;i Dr.l i jA ,

E-J •- .RECiUET...', .NTE RCY 7P,"E C FILE "iMPT
A LL (ETDF ti1ILNA? A

:F (OPMFIL3ILNAM,yR'" NiE. .TRUE.? GOTO 120
Ii'EAD(3) RNP FFCTF:, EW, FMI,,'-:
NP,= RN NP
! F k E .J, E , 0 . O. ) EU =I,. 0

YPF'E 1200,NP
'TYPE 1300,FFCTR
TYPE 1400YEW

1110) FORMAT(/,' EXPONENTIAL WEIGHT USED IS :'0F6.4)
DO 140 I=1,NF
1:- 2* 1 - 1
READ(3,ERR=55)X(J),X(J+1YAUX(J),AUX(J+I)

.40 CONTINUE
CLOSE(UNIT=3,DISPOSE='KEEP')

150 TYPE 72
ACCEPT *,NFFT
IF(NFFT.LT.2*(NP-1)) GO TO 151
IF(NFFT.GE.2*(NP-1)) GO TO 152

TYPE *l,' DFT SIZE MUST BE >'.2.*(NUMBER OF FREG POINTS-I)'
GOTO 150

152 CONTINUE
TMAX=I ./FFCTR

I. PERFORM INVERSE TRANSFORMATION TO RECOVER REAL DATA FROM
C FFT TRANSFORMED DATA,

L';'OCALL FSo.T(XNFFT)

CALL EXPWAT(XEWNFFTI)

C STORE THIS DATA
C OPEN A NEW FILE WITH GIVEN NAME*THE FIRST RECORD CONTAINS NUMBER {
2 DATA POINTS AND SECOND CONTAINS SAMPLING INTERVAL FOLLOWED BY THE

C ~DATA.USE 'HPF'LOT' TO PLOT THIS DATA.
C

174 TYPE 175
175 FORMAT(!,' ENTER OUTPUT TIME DATA FILE NAME :',S)

CALL GETDFN(FILNAM)
IF (OPNFIL(3,FILNAM,'W') ,NE. .TRUE.) GOTO 174
REAL=FLOAT(NFFT)
XF*TR=TMAX/FLOAT (NFFT)
WRITE(2)REAL
!.4RITE (2) XFCTR

DO 180 I=INFFT
WRITE(2)X( I)

12{. CONTINUE
'L)SE(UNIT'=2,DISPOSE='KEEP')
TY'P E _210
FORMAT(/l' DO YOU WANT TO TRY AGAIN?(Y OR N)* '5)
IANS='Y'
ACCEPT 1100,IANS
[F(IANS .EO. 'Y')GOTO 1
END

SUBROUTINE EXPWAT(XA,pNpK)

16



IF (A.EG.1.0)RETURN
FX-1.
DO 10 i.diN

-~(K .GT.0) 0O T0 15
rF~(K*LE*0, G0 TO 20

U FX=FX*A
F'X: :X/tA

1CU-) TuiI NUE
RETURN
ENr

17
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"*LFFTa -ia.J~ -)

'SChari!ed stavetiri..j p.t. In 1 : r~ 2 to
orin chjnridQU# X I, to R-EF( Y t to F L A ,:j
I to REAL, 9 IMAG Lo make ýý,3oram1 f low
Iwo follow.

.21AY-S Add i f uric wan~ts to P'lot the :,iiu dom:air, '~
to the rt-ioLter.

A; Y

16- lcJu 1 -35 Corrected YPLOMF 3 Gene~ral updatea

'2 THIS PROGRAM PERFORMS WIENER FILTERING ON THE DATA IN CR.EGIJENCY

DOMAIN ACCORDING TO THE EQUATION R'"(f)*F(f)/'(R(F)*48*.+FA!ýrR).
C FACTR IS THE DESENSITIZING COEFFICIENT AND IS USUALLY SET TO

R EDiu cE THE ABOVE DIVISION TO A SMALL VALUE OUTSIDE THE7 FANGLE OF
C INTEFRESTIE,,OUTSIDrE THE FREQUENCY BAND' OF THE TRANSDUCER..,

REA.'"!C4 FE CTRr, EC~rR?, FCTRý2 R.MAXCUTrO'FýF'PERCNTTM!FC-TR-
1B'-TEGER'*2 REAL, I MAGi I~NP1?,NP2?,NP3

PIMENSION I::EF( 1030)y ,FLAW('1030)

'A jTITLE( 'WIENER'p7'I' y2. 1)

f'EF)W (I ) =0 , 0

AjE Tr'A FRO 0M FI LES

rnFCTR=XFCTDR'7F.LFiFLNlNPXCTXFR*ýEFt!)

L, rMT P H USE FOREONEiNTIAL WEIGHTING FACTOR WJHICH SHOULD B

AS CLOSE AS P'OSSIPLE TO 1.0 (0.9?99 IS A GOOD CHOICE FOR NOISE
FE E DIAT A)

c*1R¶-AT-(/; Erztýýr wei-Aii :n factor 'Lo Lt. u*-itd; ..
P ACCEPT -*tEW

CALL E<XPWAT(REFyEWyNF'1yi)
CALL EXF'WAT1(FLAWyEWfNP'2,I)

rEFrNE FFT SIZE AND CHEC[-* FOR CORRECT -"IF-T TO0 AVOID iLT;)OTN11

18



4.4 ,'7 v p. E 52 u"

"-' T r; '2 R'e f e I C C I."

-4,¶- - ,

C, L L "' 3FTE F FF
1 .:,'i E Tn "(2 ,- gX P r mi F,'"c L 'c

;C.

I" C _P ' --- T, I ,) W "7 FNX.- F' 1:7T ,FT,

*A r l N ~ I O O 1

*-2 :. LnFLUT.. r-(F~FTUMF

VOMT( / wi sh t o 8t thtype R:e fŽr at:
IH C E 'To ) 1ST yR • F T0TF' N`3'TE Q. f r Ir, F' l w dPL t.--• Fto ý v-F'I. R N FF, ! A47

•'. AL F AS (N- E ELIW . ,"',' F HL YT'L0M:"
7-" y•p

-- r.IFE 7'fl
'.C ZOR', ' Do _ m wish to,°R.t the "•:reg, ocr~~r Fate data (R.r

""1½ A n , o A-S E eRr

I F (i- K."N "N ,•• TRUE.• GOTO -0
-' ,,:, ,N IE Ti , C7

""J '-E AC l" R' - - F 0, A, -S'E

'• EF (.NOTm (ANSWER.EQ. 'F' *OR.ANEWEF:sEO. "-. ... C.,, OTO_ '=:

I,,F • •Au-SERE0, 'F') CALL YRLN(FL,•t4,FFCT,NFF,FLA,
. ~~... .(.ANSUER CQ 'F' ) CALL YF",LOF, F(REF FFOTIR,,, F'FT, 2R E .,,•,'-TIL...)'.

"- PYRE 110
*, 110 FORMAT(/, ' Another Riot. ',

A,-"• IrF (ASK- ('N')} *NIE . TRUE.) 0010 30S!20 CONT INUE=

.C
.... r' ru.0,

WZEk i' L T .. . NFFT...
3; 3 L" -A +

,•HF =REF REAL: *FLAW( REAL) +REF ( IMA' C:F, "
SEM P2=R EF Rr' E A'L FL A IwMA ' -REF !F , A FL A . ; R' E L'

FLAW (REAL =zTEMF'IF;7LAW- .!MA 0 = TI- '- '2._,
"-.C; L3 17 (N1 N U EM
. F'U I .N 1,-, DE i'. E F

.1)-CSlAE ACNI TUDE OF 20ZF-A LEt:C3 HLAFA

, IL +

"R0 REAL- F +V- ' R: ½ ,•AL) = RE :. RF lL r .-. ;, :., +R.._ ' ) • : ', 1 k'••

SF, 'hA '.LT T R E ': REAL) ) RLA,=.: - ' :t, .

19
¶7-' x¶7 t. %

" *0 " .. . .. . . . . . ... . .. ..C,
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-. • - -- -. - -- -r n-

'] "•rlr 1:F'i jJ4 F r,.FL T~ J CU F,. F'LIý T,
Sr.., R, T A Xi

:1. L': 'VF mFiR sm;21"itT 20:. ?

- -. ''-. U v

"" F i "AGITUDE IS L ES 0 THAN CUTOFF SET THE HATIT TO 0. 0
-4.

1 17 r'E AL=3,NFFT 2
T M 3A = REAL + 1
IF(SoQRT(REF(REAL)).GE.CUTOFF) iGTO ,160

"FLAW(REAL)=0,C If o Qow ceu t ...,ef
"F LAW (ITAG) =0 . 0

,, r3OTO 170
F L.) F'W ' EAL ) wFLAW (REAL) /REF (REAL )

" A 0 A) = LAW ( TIAG / iREF ( REAL )

0' N20 NJ

S_' (WIENER TRANSFORM DATA

N , i *-. i)T '7 ' X

1:.2,r%.rl ,A /: Wish to '-1ot the fll.sw tra nsfer fu,-nction 1 '3
-1t-'; K (SK Y ) .E .U. TRUE. ' CALL YF'LOMF (FLAW,' F-FCTr ,,t'T,FLAWSL. T -. :

"T. TTE:ý 19Q0

RMAT ( / Wish to save tnis t rn.3rsfer f'u crtIo r; 3'
I (ASN'r 'F A ,NE, J TRU 11 T -GO 2T 0

.TAJKEI IN ERSE FOURIER TR'ANSFORM

P E* , onve rtn. diat.a to thne time domain.

CAL"F R ,T '.FLAW y NFFT)
"LL - . .F'WAT( LAW ENFFT,0)

"T YL' E 2 10
"FPIF;T("' Enter decorvolvied data ft enalie" *
L L !3 rr'D e.C, TI f.,A M

\tWFlNAMf"" r:'F.L(2'FTL. 'U NE TRUE OCTO 20:
'UL:_ PUTDAT (2,,'NFFT XFCTR..FLAWH)

SL: CLEAR

.:2;' F']Fi~•,':', Do2 uou wish to 2iot the data; In tV; .,i•'; Jt.i-:; ,,

"F .- .. 1 . TUE CALL YPF'LOY ,( FLAW! i F T - TMFC TF.
J. ':-,:.. :"J j' ,- E'. TR , :c AL ... .o 'n r

(F Yc . :. E, .U 00 TO 262

"P'E ' , 1 e I2

TY :1, ' so sc- the r t, i t-r to local mc,,;

20
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-,... W C 1W WY Y H R~ C P. A

0S 1~ E SIL.IX) 5 51 yC 5

LiOGICAL , 1 !A.,,S
T. N T E GE P* 2 TENCCKCR T7CIR T AG N
DATA TEKCRT/3/ CR'IAIN/4/-

CALL JTITLE( 'TEKD1EC' '6?' ='?!.0)

CALL -' A"~

C:GET' 'LiNUT DATH FILE

E; 1 1.= 125 6
IW Y~T( I=0.

CriLL INF'UT(Y7NPTFCTR?1)
P: (NP *LE. 256) GOTO 15

FYPEmb ~ ubr o f da t a ý-o irts must e 26

K CREATE TIME AXIS

' CONTI NUE

PPO:CEED TO GET PARAMETERS FOR Sll i NE F ITT ING.

'T "' E 40
-0 MAT(,' Enter ratio of kriot-spaciniý t-- d~t sPc,2c : r

A CC EPT K~ R,
DO 50

ZI')-=FLOA(i7*'-i)*FLOAT(Ný"R)
'7' C0OJTiNUE

TY PE 7 0
F, I-" FRM AT(/, E~i i ýLr r: umb e r o f b 8si c s plin e s
A CC aFT 7 N

0K ?0• 10 !zK1

U-I R* ( K K- I)
- ~DO 30 L=0?LU

F -F=rLOAT (L+K-,KP*I
r. =FLrAT(L)

/ 3BcP' T 1' 1, YB' SF T2 ,Z~ 1

r I

A,-A



t+

:':3 0 ! t-4 I NU LU
I ' iM T 0 1 N U E

DO 140 .J-! "N

LKR"y J- I )+K!

DO 130 I=:!L,MiU

B' ( J) =P. J ) +Y ( I) :*SP X, (I Z, , .JKL 1, KK
CONTINUE

140 CONTINUE

".]LL BWS (A~,N' 'E, BS C)

CONTINUEDO 150 I=INF'
T=FLOAT ( )I-!)
{F IT ( ! ) :=FP33 T?,Z:CNKK

i ' •'•CONT I NUE
D110 !55 I=1,?NF

- X '( ,I ) =FLOAT ( I- )*TFCTR

CONTiNUE
rY F'E 160

C; r-*M;): T , Wish to p'Iot f it to -'eferere ce d t•t.3 ' .
IF" (ASK('Y') .NE. .TRUE.') GOTO -1
" CALL CLEAR
TYP E ..

ITYPE , 'F'!ottinr reference data.
CALL F'LOTXY(XY, NF',TEKCRT)
r'(PE * ' Flo t tini s Ii, e f i tted d-'ata...'
CALL F'LOTXY(XYFIT, NPCRTAC-N)
TY FE 180

* ,.3 FORMAT(/,' Do vou wish to rePlot this 2.rap.h? ' ,7
!F (ASK N') .E. .F ALSE. ) GOTO 170

""EGIN CIECONVOLUTION STEPS.

M1 10 1=1,NF'1
3E T; '7 IN A M E '

3 GET SCATTERED DATA FILE NAME

:iLL. . P1"T(YNFI,7 TFCTR,2)
. 9 256) TO 196

1"tr.: t ;.um-b er o f dat"1.3 p oints ty;u SIt bei 5;. 56"
ol 3c0T 195

:E . FPARAMETERS FOR SCATTERED DT:. FITTING.

"T 'FE 2Z10
::.: O";NAT(, ' Enter or er of so1ut~on ,=.r~s: o n I s

T' 'E 22.
' FJRMr;'T(/, ' Enter r;ufnber of. .o1,utior:n s lire- 2 n s

ACCEPT ý, L

:F L5L.t3T 0 O; TYFE!- '.KN+<J-I ; " ,OO "C , ,E

23
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SL L

2L C 1 1' 2,

+ + L +L N - I R 
-

0

"S + = 0-.

DO0 2150 L 1,L I
S=S+F' ( LS)-3 F" L:3+ *K R

CONTINUE

2 A ,:',C 0 N T IN U E

QO 2 A-'.. I=I, L

".D0 290 J=I,L

1F (LL. GE. L- ) LL=L- 1

DO) 310 I=0,LL• LI=L-1

SO0J 300 J=,LI
A(JJ+I>=R(1+1;
J I=J+!1

CONTINUE
C 10 -, CONT I iNUE
K L 4= ,.-K N - 1 *KIR-

£0•, K3 1=1,L

30
KL
K<L2=KL+(1-1)*KR+ 1
IF (KL2. GE .N1 )l KLI=NFl- (K 1- )1*KR- 1

0 C 340 I=!,KLI
SZ=S+Y( I+(KI-1 )*KR+1 )*F'( I)

I C 0 CONT INUE•, B Y..'.1 )=S

CON T I NUE
f B.4N+K-2

r: TIRW.GE.L-1)IBiW=L-1

CALL BWS(A,L,IBW,?B,D)
£ 0 3,60 I=1,NFPI
T=:FIOAT < I-I ):

Y I T (i) =F'3 (T, ZT 7 L, 1 L )
TYPE 365

.ORMA T P lot computed impulse resporse?
IF (ASK<'Y') ,NE. ,TRUE.) GOTO 12

IL L 3TXY F.. T F IT ' P1 , TE K CRT

F :A " .'' "i E. .TRUE ) GOTO 3 77

".' T E . 3 •
•?• ' Wish to s to re in PJse Pe..,rse?

i A AK('Y') NE. TRUE GOTO 30,

T YFPE 380
F C-2.. FCF',IT. ', ' Eri iý :,vj S e resPo ;-,,= St 8 i3,
',rLL DUTFUT .' T FIT N P 'TFC T

24



Oj)T- F'UT.'{IONH OF NP T TO ,-L;:( rA TA4
S ._ ~

__= Nr,'-•" + K *K R I

-D 0 J 1 L
i )K R.GT, iLCi 10 4>0

I ( 1')\P.0T.LL)C'U TO 400

,F' E 420

0' FQh' T(i, ' PF'ot flit to flaw data ? '

IF (ASK('Y' ) *NE. *TRUE.". GOTO 590
CALL CLEAýR

C, ALL FPLOTXY\X, Y,NP1 TEKCRT)
CAILL FPLOTXY(X YFITNF1 ,CRTAGN,

TYPE 1.30
-r (ASK('N') .NE. .TRUE.) GOTO 570

-7. TYPE 6 0
""il A(- F M T i, W ish t o i-e r fo rm in no th er -,i ir a c e? ',

SF SX N' I NE. TRUE.) GOTO 5
CALL EXIT

i ~Er:l L!

E]25

25



S.JRU TD,',••'!••-E'. 3N'OISE",UI,U-',ISE r;ED.)..

-WriA'ht-F'Ptterscr Air Force Base

The subroutines used in this Program were takren fro,,:

* "'cr ms for Digital Sigrnal Processing'
IEEE Press, 1979

C 145 East 47 Strett, New York., NY 10017
Sponsored b-j the IEEE Acoustics, Speech, and

Si~ral Processing Societv
Lib. of Congress Cat. Card # 79-89028

S IEEE Book. 0-37942-129-2 (paperback. ver.
. 0-87942-12-7-4 (hardback.,

]A1to ublished ',y Jothn Wile, & Sons, Inc.
Wilei 1]rder # 0-471-05961-7 (Paperback vet.>

r0E•- 4 0-471-05962-5 (hardback.)

L D0MENSION U1(1.024),U2(1024)
TWOF'!=8.0*ATAN(1.0)

CALCULATE A UNIFORM DISTRIBUTION. SEED FOR U2 TS UI.1024)

CALL UNIDST(UJ,1024,ISEED)
ISEED=U1(!1024)*16334
CALL UNIDST(U2,1024,ISEED)

'.!OW COMPUTE A NORMAL DISTRIBUTION FROM Ul AND U2.
-LACE RESULT IN U1.

[10 10 I=171024
U1 ( I ) =SQRT (-2.0*ALOG(UI (I) )*COS( TWOF'I.U2( I))
CONTINUE
RE T URN
-"s

S URROUTINE UNI[DST(U,N, ISEED)
r. DIMENSION U(2)

'I.'

IF (ISEED.EQ.O)GOTO 20

IS =IS E ED
D0 10 I=1,N

T CS= IOD ( 1311cýS, 16334)

L I )=FLOAT(IS)/16334. 0
CONT 1IMU E
F: E T U RN

26
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THIS PRA CEFTL FOMA IS

THEFOGR'AM READS AN INPUT DAT FIEFO IC REVIOUSLY DEFINE
C THE 'ATiA CONSISTS OF CONVOLYED SIGNAL IN TIME OANE2NTIL

ISHTNG1 USED TO ELIMINATE SPECTRAL ' EROES:)C0MFL_':X CEF'-3T'rUi
00JMFUTED USING A SET OF SUBROUTINES ADAPFTED F-OM -ITERATU-RE.
PHiASE UNWRAPPING IS 'CCOMPLISHED THROUGH THE TECHNIQUE !JEVISEDi L,'

rREOLE. NTEACTVEPLOT'TING I` POSSIFLE ON H-zP LUTER'S THROG.. -D
OF THE 'HF iSPP' PLOTTING PACKAGE.

Yr s io 1. 1 10 -J a n-35
V er s Ior, 1. 2 4-Jul1-385 M r I 'ed L1TY

EDIT HISTORY#
Ccjr-,ed from HPCEFS arid imodif~ied to its Presen-t rorm Feb. 13?,1

ll 0 IN -'D ' 7"y( 5 15),CY ('15;
CO'I MM'3 P1 P!TWOPI P TP CTL- F PSPNLHH1DYTMN2)
11:MENSION AUX(515)
LDG ICAL*. 1 :ANS3 -NPAGE('2) PI PZER 10) ROTA TE
LOG ICAL *1 F I LNAM,15
INTEGER TF'()O

LOGICHL SU

C;LL i JT 1T, -E C'E'S T R '6' '1*2
2Ul T!".1 -E: rEU7FcEF: AND CONSTANTS

iL NC~ 2.15 ýet coaipare %.'alues for :phaljnw

GET TINPUT TIME DOMAIN DATA.

7PE
*M' T:M T Er t eit r I ,Ir iu t t i ýie -do a d s 0' M ai Vi :r;ri 8-T a o .

CALL 3ETDFN(FILNAM)

CALL GETDAT( cF'TcTr-,YTU

F :C T R= 1 . T TF CT R* FLO AT IP

r7 r -E 31IZE :-IF DFT ANE: :HEC[:. rT-3 LENG';FTH L---' F~ ~~~Pj

28



F T - I F F 0 MT:

-l -, - -. , •- a oap NF IE U oo j P"+.

- T .OT. 512) G 0 TO -,0
"'. ro NFFT n ot a cower of twoC_ L G2 N P =C-]

T MFN F- T
( T M.(PTE F L E.I 13 0 C 3

1 EM P ~iT E MFil2
LOG2 N F'=LOG2NP + 1
GO TO 34

h _ FF'] W 2-._ * L 0 -.32.-N P
SII(NFFT . NE. NF'F'OW2 G 0 T- 30

:2FFT nust be a s'ower of uWO
F'." Ft * 0 ,"NFFT )

DO "35 [1 MNFFT+2 IUSE. AUX FOR PLOT FU,-...
,-,UI) = (-1) *FFOT.: I UX is u'sed as'-. X d

A: +U I -N FC T A U XE sed as

S. 1.,m 'e .a 3 porn re aues t.

STY•°E 600
J,:FIRMAT( /,' Do -ou wish to no:-ma±iza th .ita ',

. F-(AS. ( 'N' ) .E0. .TRUE. ) GO TO 2
SALL NOF:ML(YNI)

C IPPT rHE U SEr, FOR F'ONENTEP-,IL WEiCHTING FACTFR
iz WEI[GHI NG FACTOF SHOULD ,lE • . S C LC S A OSE TO .0,

•. , ~Et, U 0.9•
7 i,+' TYFPE'E 3,

.F0%r' (I ' EA n er wei hti.r f a ctor (: Defat1 t F -zQ C: '

-:. F :- , , PCe st r,3l P'roc-ssirnu Lime is e .sed wi. e- ,e:z:?

: i - . rI actor '

",CCET :¥," E
F (EW .ED. 1 .03 0TO 512

1 F Ei .LT. L .T 0 GOT'T 39

1 1. 17 Cr'(F'E C.C.5,'-: ?R+'4 T< / E•Ponentia1 wei'•htir:_• 's > 1 . -P'. '*-&: ***' ... , ,

f'; 37 I =1 PF

Y I) =Y( ) :FFX
A . = F X*: E ¶A

CONT I NLUE

F S, K N

,rz)tJEI CLTEL' : TA
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T" 3 -" T C' -

.i C:

tI:... 0 0 ;_1 H,"-,R`;

F ,]?,ccrS = tC' S' 'N TI IECCYU

'5.. 'nr 1 ' - V' T WI T' _-[ ' 0 - G H

s.. " .. ,O3<FL0AT UINTE) - 3600w rpFr:T THU

:" .; ::K.r"':•+... ' (/ . .•- "-:• +: . • . .. r. f o e''ss Fn• "of the ,4oe i~hPre:+ .Jt•B WI.•, .3 .= =b

w- "u red "I2• hi'.. '12, zun'. ' "t

':,:•..':';I;•i(/" rflO3'a UI";Wrdt' :-NI,"I ics±±_ta. Tr• u:-s'+r;:; S zfl :r :;V:.:=.or;2iL-3

- 1~~1 wei~htin-S.'

RH:•',E :JNWF'APRIN SUCCEELL. U WRITE-c OU'.T POF5I Y'H;E :'Ec-

ny c .J_ RAFF'.. P- .... ......

_r n Li,-ry.

ii' =V:'

A, - H -' L 131 T-' i . U3

7" TY F'E 71 -N]• X ....

o1,1 E'P r, e r t I I e 1 ghnt i:-, ! Jse =? d'O ,"

',\,;r-; t. ,Zl eI; CePst fm

r-!O 6'.} ... , FF T
TP 1 G TCTEN.•S-'rCY '. I) :''CY ,(I!)

AU ( :) 07;' *" save CY cato: tc:- .. . e',,dteC'2 •

""a' T E N!rTfTENG

T.V1I 0 G V :~~ r

S.... :. N--I

T IT!

" K 0 ' ',F 2

V' ... ..fT .,IIT

-w ' V : '¶.> V'. .. , ' *V1' "

5.. "'E . - '

30
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r -i

Cýt'LL CL:fi c*"T zt. T*. "L L u::L. E'"--'-

f.

`31 ,T!J .+ OC3TO 415

,'4•:~ ~ CAL L': :4 A t-'." !

C- !Z, M TI
"r.PrM En te r fi len a e t.o

SC :"-•L L GF_ T El "F N r T "! N A M

E IR L NA M. F' + . EG

.. rF1L372INSf, ".' •- :'' J' ) .TE TRE+.IiOO C

'T,"-, N .C CY

S1G1 týTF , A

................ ......•, FN I • , I N M 4 t• . . .•U ' ., G T• .0_
* ' I

E E`1SI4
-Sia "1 't -.Z Ni a fF e t l n

R, 'A1 e -' t b n' 11a E n t- L ti

e s s v.-,. s' t " ;,T,-l sLs9e r -, , nE

•.•7 ~ ~~ ~~ C'" ".;-FE PT'CE• L 0 G

'•'-~ ~ Y-:i" '. N' F- F
-'••,F, 1 .i,,A •." T r;tc -a rR e; n . t e-. w, Iri s ... w :

:ii CCeE PTl

.' FW E 1 FI 0:•tes OTO 5i?
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T';";:'E~~~~ s••A-se sus Ie to,- h t vf t e- "tie windo
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'I..7

oeer.

I~ C N- T

HID ~ iPjS RN ECE~

END= IF'OS

CA TENF3=GATENG+CY "r 4: ~CY TI

.3 1~' =N 1 TAP F TE

0:ýI-EN- T 0 TE N G - G ATEN G

-j) RM AI' y E ri e r s re mo v ed bi ý ~a e w i rt h ofv

j 0 I T+ I N F F T 2
T"mF'=cy (I'

CY (J)=TEMF'

Y((J'=( I-i)*TFCTR:

CONTINUE
T Y FL 2(

11 J11'0-4T l 0 -: wi sh Lo 0 '- ot :ýated ce'Ptt.3
iH ý (AKtl' .E0 T R UE, GJOTO 421

C.ALL r-L A R

CALL FPLOTYCY7NFFT3,3) RT-11 PLIOT
CALL F'LIJTXY(Y0.CYYNFF'1F3) RT-11 CLIOT

Cl YFE 4210

I~ ASý"N(' *E 0. ,TRUE.) I0TO 43'

42.FORMAT( /r En te r f IlIer~imie to save sa ted cep-s " ra d ita
CALL GE-TDFN(FILNAM)

F (OF'NFIL-( 3 YFILNAM v ' W )NE. IFTRUJE.) t3OT 422
CALL F-'UTriA~r (3,? NFFT f TFCTF:' CY)

Rjst ae d a t

j=G~:IO I 1 ,7NF/

TEMF-CY( I)

CJ )=T EM F

"PYFE ~,'X .* Now :ofy:-tjt ir: I FT F'rs~p re to t IFT.
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CAL I OEFP C Y - SHY F

IRKISY NE.I -I 1SOTO £60
6I 670 1 = 1FT

c e f c) m inverse exr-orientia1 wei2-htinsl

IF(LO .'EQ. 2) 13T1l
U 'LO0.NE. 2), IST=IABS( ISEX)
,F IEU *EQ. 1.0) COJTO 5-2£

F X= 1..
:10 2357 I=ITS T ?NF FT

CY (I) =CY (I). *FX

-~ . CONTINUE

I S H T -.:0
EF¼LO .EQ. 1) ISHFT=ISFX
0C 2J40 I=1IrNFFT

Yt ( I )=(' I -1+ I SH FT)*T FC T

ol t 1nlve se 1, S I a te d 0 e.- . t r um,

CAILL CLEAR
CALL P'LOTXY(YvCYNFFT?'3) RT-11 P-L' T
TYPE 702'
FO0RiA T (/ ?' DTlo quol w Zri ,t to p lot ;da ta on the cit tc' '2-

IF (ASK( 'N' ) .-ED .*TRUE.) GOTO 70-3
CALL F'LOTXY(YrCYN4FFT,1')

* ½ TYPE 450
' 0C F tAT/ 11 Do -:ouf- w is h t o sa3v e dje co riv o 1 v ed dat a'
IF (ASR('ýN' .ELI. . TRU E .) GO0TO0 461

'½..:TYPE 455-
lIZ ORMAT ( /T Enter decorivo 2.ved data f i lenamTe *

tALL! 2ETDrFNFTLNAM~
OCF" FLL F ILNIAM! W' .NE . TRU'LE) GO'D 452

tALL PDA 3, N F T TEFC FR Cr)
L,0Ot I=1,NFFT

OIY(I1) = AUX ()
CN T INUE1

*~I -'A. A, ?I IDt eu n n COMPI~-nen t st thz It Se w4' 1 d>
Y [N (ASR(FY)!*NE ' .TEU. Gt0JTOI2

IF (LO *ED. 2) COTO 230

60 'O 140
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,2A iAT . ' l zlze ,e strp t ,• .it h a wdIft':ent a-, w .n t.
rF ,AS, K "Y .NE. .T5,UE. G0•0-0 300

-WPE '_F C1 T'' F- , a o'I
] •-:'cU FORMHA! (x." .,Rp F.ec•are; to r-lot_ totali. c225t.p2..• :jata_..

p EQO .9-PE 310
Ft. F ] RM A T' Wish to a nia1Ze another" c-onvolved dta ile
IF :�SlK` N E.NE .TRUE. 0010 L

A L L EXIT
N 1

.- 3

%'
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S J B RCUT i1 NE FAST TN)

The •uL routines used in this Pro: ram were .ak.n f r~m

. "ro:rýPan r DIi.ital Si .ni F'rocessinai'
"EEE Fress, 1'779

745 S- 1 Srrettv New York., NY 13017
C S onscored b. the IEEE Acoustics, Speech, anrd

.Siinal F'rocessinr. Societ-
Lib- or Conriress Cat. Card t 79-89020.1

- ' i•EE Eook B 0-37942-128-) Pape rback. er,4. 0, .... 7" 7- 2-7-' 4 a erdb a k c et k

"-.- - 794 (h.ardback.)

I' Joh Ei, N• Sos I2 2

"*" .. Wil, .. Orde. .4 0-471-05961-7 ( as'erback ver,)
-*•_ 0-4471 'Ct.') , rJ 2-5 (ha rjLLck-. )

'• n .•MENSTI ,N 3(2)

COMM, ON .'CONSiF'I!,F'7,F'7TWoC-2 $22 F' 2

'f4 . *,,ATAN 1)i PF I3=F' ~I/8

4 / S , RT (2 )

W '' =" P 7

F 2 9, F0 IOTO!2

10 .1 = 1 1

L% Q , N T ) G.

r, ITE (4,,- 9)
I•,•' F""?'? S~oFORMAT( I N -- NOT A F'OWER nOF "

S T O F'

"1F M-N4F'OW*2 40,40,30
:-: ':} N N :=

[INT=N/HN

CALL FR2TR(liT,B1')',(BINT+I))
(3U TO 50
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I! Df• . r rT=IN4F.tOW

1.. 7' 1 -- i 4F0

i "4T+1 1 ,S( I.T4+1) ,Y 21rNT+1. T 1
0 ý'0 T ! f !UE'

"" LALL FURD1 (M, B
CALL FO<RD2( 2 ,M

.S N +1)=T
F N +2 )-.0.T~!T"
ri0 ESO IT=4,N,2

CONTINUE
RETURN

N

S3B:R,CUTINE FORDI(M B
DIMENSION P(2)

N, 21 . Mi' L =:2

DO 40 J=4 N,'2

IF(K-J) 20,20, 10
: '::'T =B (J)

B(J)=B (K>

FK ( K - T

IF(K-KL)30,30,40
J 0 K = 2) * J

NL=J

-. ) CONTINUE
RETURN
END

SUB.ROUTINE FORD2(MB)
DIMENSION L(15),B(2)

E U IU VALE N C E (LI5,L(1) ) L 4,L4L2) L137L 3 (LL!L2,L 4) r .L! 7L-51)

L .L4 L(12)) ( L3 L (13)) ( L2 L (14)) L1, L{15)

IN 21* M
L( 1 N
£0 10 K1 2)7
L ( K > L ( -1)/

CONTINUE
DO 20 R=M,14

20 CONTINUE

i J=2
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D0 1 20- J 1=.L 1 ?2ý
11C 1 2 0 12 J 1 L 2 LI
£0 12-0 J '2 L 3 L2

I"' 10J4z:J3pL4,L3:
* **0 12 0 j'= J 4 L 5,L 4
,C 12f) J.6 =J 5 L 611 5
'O12 J7=.16PL7,?L6

1C 10 JS=j'7 yLp L'7

C~IJ 120 16 L1=9,L1,L

DO0 1'20 Jl1=J1O,-Ll1,L1O

DOf 120 J13=J127L13,L1'2
DO 120A J14=Jl3rL14?L13
Dig 120 JI=J14rL15?L.14

9.IJ-I)=D(JI-1)

-B(IJ)=(l
B (1 J I) J IT

I.j- T i*'*2

IAT U R N

SUBROUTINE FR2-TR C INTYBO lU)
DIMENSION BO(2")PB1(2')
D C 10 K = 1, IN-T
T=BO(N)+EI1(K)
Bl (K) BO (K) -B 1(K)
BO (N =T
CON TI NU E
RE TURN

SUJBROUT INE FR4TR(CINT ,NNYBO IB0 152' 53,54,55,5Y6, 57)
DIMENSTION L1)102,12~22~32~4()

C 0 M M 0MN /C 0N SPFI I PF''TPF'7T W0,rC 2 ' p vFI 12

(L 0 UI L (6)) C E L (7) (L L ( 8) L 14L7 L ( ) L 13 L 3 L (1 2) L 4 L (11) L

L K 1 ) N/ '4
DO~ 40 K=yl
,.-F L(K-I )-2)10ý20?30

GOTO 40
Lo1-*', L \1IA)- 2
c 1. N0 C rU F_
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4 -

110 120-- .J 10 ~J - ,L 1 ,L 9

1-:13 12C) J12=J lYL 12?L ll
DO120 - J131 2fL9L3 vL1
CD12:) J10zJ9,13-L9L-
nn 20JTHE=Jl4,LlyLl4

r H 12 J T1 E 1L2,~
1F72)5OvJ13=12L13L

T ) R0( K) +TH"22 141 L5,L1
rHJt=Bl-'K+13K

r142 N60O( )B) K1IT

r,2: ER )T-1(KB3K

JO'NTfNUF

U (,NN-4)1020120770
*K NINT*4+1

1K Lz K -)+ I NT - 1
110 30 K=KOPKL
F'R=F'7*(B1(K)-E13(K))
P'I=F'7*(B1(K)+B3(K))

.4 ;3U (K)=~IB2(K)F'

.6 0 KN &0 K N + FR
CONT I ý!UE
90TO 120

C1=COS(ARG.
Si'=SIN(ARG)

C 2= C 1 *f C 2 -3-1 *g 32

C3= C I 2 -31 + *32ý

~JT 4 = 1I NT * 4
JO =JR * IN T4+1
KO = J I f I N T 4 + 1
.J L A S TJO+I N T- 1
DO 100 J=jOJLASI*

0- K+ J- C.J
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z 1£4 1 (J -r P+5(R<*CSR,-- S j 1 +BJ S!r (K ?,C I.
7 2... f, 2S -B

T B2, JS'•32+•+ B,6 *C2
3 F3 B ;:J c3-B7, ,, S 3,

j s=, 3, +126

F -= , --

RI -5 T,r 4+ - T.5

:• • 1 J=T0'1+T1

"'1 .J)=T5-T4

,`5 1' r '6+'3
,7(K)=T2+T7

S. 6 '43 0 =TO,-T6

CONTINUE
JR%'JR+2
JI--JI-2

IF(JI-JL) 110,i10,120
ie, £0 JI=2*JR-1

JL=JR
3;) CONTINUE

RETURN
E :4 D

-.,

SUBROUTINE FSST(BN)
DIMENSION B(2)
COMMON !CONST/PII,F'7,F'7TWOC22,S22,PFI2F'I I =4 . *ATAN

P. S= PI I, /8.
P-7=1 ./SQRT('-T . )
F'`7 T W 0=2 * F'P7
C2 2= CO S F' 18)

S IN (FI 8)
F' -12 2 F' i

CIU 10:: 1=1,15

OT =2**I
IF (N.ELINT)GO TO 20

.35 CONTINUE

"W.JRITE '4,999?)
'*r''. FORMAT(' N -- NOT A POWER OF 2 ")

S r OF'
'") • (2 ) = B ( N4+ I

CIO 30 1=4,N,2

739 CONrINUE
D1 40 I=1i,N

( )=B4( I )FLOATN)
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'N T IINU E

A:P ~FWU/
c

C;AtLL FORD-
CL:. F0RD1El B'
IFi~J4FOW.EQ;0-)GOTO- 60

N N 4 ,, i
110 50 IT=17,N44POW
N N -N N .
I N T N N N
CALL FR4S-YN(INTNN,3(1),3(INT+1) ,3ýý*(2-INT+lI)

I-B(3*INT+1))
1-0 C~ONTINUE

IF ( 1-N4F'OW*2 ) 0?30v70

CA~LL FR2TR(INTYB-'1) ?8(INT+1l')
RE rURt

SUBROUTINE FR4S0YN (INT NN, 30,31,32,'D33yB4,3.5,36,3YB7)
DIMENSIONL(1),0()EU(),2(),32),(2 5(),3()3(2
COMMON /CONST/F'IIF'7,F7TWOC22,S22,F12Irý
E 0U I V ALE N CE ( L15rL( 1)) (L14vL(2) L 3 Y (3L 3) L ,(12 L( 4) (Lii1 tL 5

L 4 Y L (12 y) L 3 Y L ( 13) y L2 Y L (14) L Y L (5)

L(1) N N/ 4
if0 40 7

1I L,'K-1)=2 -

P! I F~/F L 0 A T (N N)

.JL ~2

D10 120 J2=J1,L2?L1
£*10 12 0 j3=J2,L3,zL2

1U "'0 J4=J3pL4yl-3
DO0 127*0 J5=,j4 9L5PL4
DO 120 J6=J5PL6,L5
£0 120 J7=J6,L'yL6
D]120) J8=J*?,L-orL7

uD0 12) J9=J3,L:?,L8
DO0 12 J10--J~L-107L9

T' 0120J13=Jl27Li377L12

40
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.4= lZ? '. p 7

L t j TH E T-J24 L1

i I - 2t~

*r 1. Y F, X - 1( )

S , TC1 T

KTI- lT 3

CONTINUE

-1.

70 N0.L"NT*4+1

DOi 30 rhK=KOrKL
fi2=S0(K)-B2(K)
T3=Bl(K)+B3(K)

rj2(K)=(B3(K)-Bl!K) )*,2.0
B.1(K) =( T2+T3 )*P7TWO
B 3 ( K) T 3- T2 ) *PF7TAO
CONTINUE

£6O TO 120
9KP 'RG= TH2 FIT 0tN

C2ý=C 1 **7)-3 1*'

S3=C2*S1+C1*S2'

I NT 4=1 NT *4

,):JI*INT4+1

JL SD T =JO + I N T -1I
00I 100 J=J0,JLA'O'T

- 0+i-jo
9B 0l ( J ) + B6 (K)

El:= 7 (N) -El (J)
T2 PO(J)-El6(i•)

74=B2 (J) +B4 (K)

TD - I 5 ( K B E 3 ( J)

T7=l4 (N) -S'2 (J)
B0(J)=TO+T4

EU (J)=(T2ý+T6):gC1-(T3ý+T7)*31l
K TN + T2+6) *S1 + ( T 3+T '7 C C1

36(J)=(TO-T4)*C32+(,T1-T5)*S2

~.3(J)=(T2-6C3T-7)S
El7(K),=(r F2-T,ý6) S3+('F3-T7),*C3

.100 CONTINUE
J R =JR +21
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J R - -.

.'1 =-[ _., ,..

... ,( ,I :•2 JR- i

N L "T.URN

~42

1*

'I

iif


